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PREFACE

The Department of Finance at the University of Finance and Administration (VSFS) had the
honor of hosting the 8" VSFS international conference

“EU FINANCIAL MARKETS: CURRENT STATE & FUTURE PERSPECTIVES”
on May 25-26, 2017.

The conference was held under the auspices of Ing. Tomas Nidetzky, Member of the Bank Board
of the Czech National Bank.

The conference was focused on the present state and future development of EU financial
markets in the overall context of internationalization and globalization.

The conference tackled some of the key topics viewed from theoretical and practical
perspectives: a) Latest trends in the development of the EU financial markets, b) Current
regulation of EU financial markets and its impact on the Czech Republic, c) The processes of
integration and disintegration in world economy, d) The V4 countries viewed from the
perspective of integration and globalization processes, e) Brexit and its potential impact on the
financial markets of the EU member states, f) Latest trends in banking and insurance industry
in the EU countries, g) Analyses of the EU financial markets’ infrastructures. These topics were
discussed in 3 blocs on the 1% day and in 1 bloc on the 2™ day.

On the first conference day, the plenary session was opened by Assoc. Profesor Petr Budinsky,
vice-rector of the University of Finance and Administration. The key note speech was given by
Mpr. Bruce Gahir from the Association of Chartered Certificated Accountants on ethical
responsibility of accountants on EU capital markets. His introductory presentation was highly
appreciated by conference participants and guests.

On the second conference day, the Plenary Session was closed by 4ssoc. Professor JUDr. Otakar
Schlossberger, the Director of the Department of Finance of the University of Finance and
Administration in Prague.

The conference was held at the premises of the University of Finance and Administration in
Prague- VrSovice, Estonska Street 500.

The information on the conference was published on the University of Finance and
Administration’s web-side in English and in Czech (http://www.vsfs.cz/financnitrhy). Review
process included at the first stage blind reviews of abstracts and at the second stage blind

reviews of all accepted papers. The Conference Proceedings include 17 selected papers (of the
submitted 23 papers). Six papers were rejected.

The conference offered to the 60 conference participants — researchers and policy makers from
different countries (mainly from the Czech Republic, Slovakia and Poland) and from different
institutions the possibility of scientific discussion and the exchange of knowledge. A greater
part of presented papers was dedicated to different research tasks which gave a possibility to
interesting international comparisons of the EU countries.


http://www.vsfs.cz/financnitrhy

The conference brought many new ideas how to improve pedagogical and research work at our
university and the co-operation with experts from the Slovak EUBA, the University of
Economics in Katowice and the Czech universities (VSE, VSB, BIVS).

The next International Conference on Financial Markets organized by the University of Finance
and Administration in Prague will take place in the year 2019.

Prague, October 2017.

Vladislav Pavlat a Otakar Schlossberger,
editors
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ABSTRAKTY A KLICOVA SLOVA PRIJATYCH CLANKU
(V CESTINE NEBO SLOVENSTINE)

PETER ARENDAS - PATRIK SLOBODNIK
DOES THE METALS MARKET FOLLOW THE HALLOWEEN EFFECT PATTERN?

Abstrakt

Niektoré¢ z novSich vyskumov prisli k zaveru, ze Halloween efekt sa nevyskytuje iba na
akciovych, ale aj na komoditnych a dlhopisovych trhoch. Halloween efekt je kalendarna
anomalia, prejavujica sa tym, ze vynosy dosahované pocas letnej polovice roka (m4j - oktober)
maju tendenciu byt vyrazne nizSie v porovnani s vynosmi dosahovanymi v zimnej polovici
roka (november — april). Cielom tohto prispevku je zistit, ¢i sa Halloween efekt vyskytuje aj
na trhu drahych a priemyselnych kovov. Vysledky ukazuja, ze Halloween efekt je mozné najst’
na trhoch réznych drahych a priemyselnych kovov, hoci Statisticky vyznamny je len v pripade
medi, niklu a zinku.

KPiacové slova
Halloween efekt, kalendarna anomalia, abnormélny vynos, drahé kovy, priemyselné kovy
JOSEF BUDIK - VLADIMIR EZR

THE USE OF RESULTS OF CREDIT RATING AGENCIES

Abstrakt
Text si klade za cil ukézat Sifi zabéru ratingovych agentur. V souvislosti s finan¢ni krizi
zaznivala masivni kritika jejich ¢innosti a jejich ¢asti odpovédnosti za vzniklé problémy.
Naopak pozitivni pfinos ratingli zminilo malo autorti. Autor predkladaného textu vyuziva
metodu analyzy vetejné dostupnych informaci a diskutuje problém pravdépodobnosti ipadku
subjektu hodnoceného ratingem. Vysledky analyzy dava do souvislosti s vybranymi
informacemi tykajicimi se kapitalovych trhli, konkurenceschopnosti a etiky.

Kli¢ova slova

hodnoceni, hodnoceni rozsahu, porovnani
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LUBOMIR CIVIN
LIMITS OF THE GLOBAL ECONOMY FINANCIALIZATION PROCESS

Abstrakt

Stat’ analyzuje souCasny stav a perspektivy financializace globalni ekonomiky a ukazuje na jeji
korelaci s procesem globalizace. Hypertroficky vyvoj globélnich finan¢nich trhi a rist podilu
finan¢niho sektoru ekonomiky ve vyspélych zemich, ale i v zemich s transformujici se
ekonomikou negativné ovlivituje jejich redlnou ekonomiku a zptisobuje stale vétsi krizové
vykyvy, které hrozi ptertist v globalni systemickou finan¢ni krizi. Budouci vyvoj bude
vyznamné podminén dal$im sméfovanim globalizace, ktera se v soucasnosti octla na rozcesti a
jeji dalsi smeéfovani méa neékolik moznych scénaiti. Financializace v tomto kontextu bude mit
castecné nezavisly vyvoj, dany zejména digitalizaci ekonomiky, podstatu problému finan¢ni
hypertrofie v ramci ekonomiky bez systémovych reforem ovSem nevytesi.

Kli¢ova slova

globalizace, financializace, vztah realné a finan¢ni ekonomiky

ANNA CZECH
ENERGY CRISES IN CONTEMPORARY WORD

Abstrakt

V soucasné dobé¢ trhy energie trpi riznymi druhy nestabilnosti, kterd mize byt zptisobena
riznymi pficinami. Mlze byt vysledkem politickych stfetnuti mezi vyrobci energie a majiteli
zdrojli nebo zvysené poptavky po zdrojich energie a ptistupu k nim. Dusledkem je zvySovani
cen pfirodnich zdroji a nejistota nabidky. Cilem pfispévku je vysvétlit pficiny energetickych
krizi, jejich disledky a soucasné oblasti nestability, kterd ovliviiuje globalni trh s energii.

Klicova slova

energeticka krize, energetivka bezpe¢nost, energetické zdroje, Evropska Unie

MICHAELA DOROCAKOVA — PATRIK SLOBODNIK
COUNTRY RISK FROM THE PERSPECTIVE OF GOVERNMENT BONDS AND BOND ETFS

Abstrakt

Az do obdobia dlhovej krizy, ktora vyplynula z nadmerného zadlzovania sa v dosledku
nevyhnutnej zachrany finan¢nych institicii a boja proti hospodarskej recesii, boli krajiny
povazované za spol’ahlivych dlznikov. V sti¢asnosti §tat vo vSeobecnosti uz viac nevystupuje
ako bezrizikovy emitent. Tento prispevok sa zameriava na porovnanie rizikovosti vladnych
dlhopisov s menej konzervativnou formou investovania do dlhovych cennych papierov ako st
obligacné ETF, ktoré su zostrojené tak, aby sledovali vynosnost’ vybrané¢ho dlhopisového
indexu.
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KPucové slova

riziko krajiny, vladne dlhopisy, burzové fondy, nastroje s pevnym vynosom, spready

MALGORZATA DZIEMBALA
CONTRIBUTION OF THE EU COHESION POLICY TO THE COMPETITIVENESS OF
REGIONS OF THE V4 COUNTRIES THROUGH PROMOTING INNOVATION AND
ENTREPRENEURSHIP

Abstrakt

Konkuren¢ni schopnost regiont ovliviiuje nékolik factorti, které zdvisi take na rozvojové
strategii regionu. Podnikatelska ¢innost a inovace jsou hlavnim faktorem pro konkurencni
schopnost. Skupina V4 ji podporuje kohesni politikou, nebot’ konkurencni schopnost je
nedostatecnd a projevuje se disparitami mezi jednotlivymi ¢astmi regionu. Hlavnim cilem této
stati je vysvétlit ulohu podnikateltl a inovaci pro zvySovani regionalni konkuren¢ni schopnosti.
Stat’ se zabyva také perspektivou kohesni politiky v letech 2014-20.

Kli¢ova slova

podnikéni, inovace, kohesni politika EU, regiondlni politika

BOZENA CHOVANCOVA —- MICHAELA DOROCAKOVA — VIERA MALACKA
CHANGES IN INDUSTRIAL STRUCTURES AND IMPACT ON STOCK MARKETS

Abstrakt

Predchadzajuce storocie prinieslo prevratné zmeny v oblasti vedy a techniky, ktoré sa premietli
aj vzmenach odvetvovych Struktirach jednotlivych ekonomik. Meni sa nielen podiel
jednotlivych odvetvi na tvorbe hrubého domaceho produktu, ale eSte vyraznejSie zmeny sa
prejavuju v Strukture odvetvi na akciovych trhoch. Najmé na akciovych trhoch sa objavuju
uplne nové odvetvia, ktoré revolu¢ne ovplyviiuju toky a spracovanie informacii. Dominantné
postavenie na trhoch ziskavaji najmé IT spolo¢nosti a odvetvie informatiky. Okrem toho sa
zvacSuje zaujem investorov o investicie do akcii bank a rdoznych finanénych spolocnosti.
V sti¢asnosti o¢akdvany nastup novej etapy priemyselnej revolucie Industry 4.0 nam signalizuje
d’alSie zmeny v odvetvovych Struktarach, ktoré sa budu vyrazne podiel'at’ na tvorbe HDP, ale
1 zmene Struktiry akciovych indexov. Zadmerom tohto prispevku je analyzovat’ sucasny stav
a postavenie jednotlivych odvetvi v Struktare HDP a akciovych indexov a predikovat’ mozné
zmeny v tychto indikéatoroch.

KPucové slova

odvetvova analyza, indikatory odvetvia, odvetvova Struktira HDP, Struktara akciovych
indexov
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VLASTIMIL JANDUS
TELEPHONE COMMUNICATION WITH THE INVESTMENT INTERMEDIARY
CONTRACTS

Abstrakt

Prispévek se zabyvd problematikou telefonicky nahravané komunikace u investi¢nich
zprostiedkovatela se zdkazniky na finan¢nich trzich. Cilem prace je zjistit, zda pravnické osoby
s registraci investi¢niho zprostfedkovatele ptsobici v Ceské republice na zakladé udéleni
povoleni od Ceské narodni banky informuji zékazniky o pofizovani zvukového zaznamu.
Vychozi premisou je, Ze vazani zéstupci investiniho zprostfedkovatele o svém zaznamu
potencialniho zakaznika neinformuji. Vyzkum byl proveden na zaklad¢ uskutecnéni
telefonickych rozhovord s védzanymi zastupci zastupujicimi pfedem vybrané investi¢ni
zprostiedkovatele a prostudovanim jejich smluvni dokumentace. Z vyzkumu vyplyva, ze
investicni zprosttedkovatelé neinformuji své zdkazniky o nahravani telefonickych rozhovort.
Pofizovani hlasovych zdznami a jejich archivovani je oSetfeno smluvni dokumentaci, a to
pouze u sluzby piijimani a predavani pokynt tykajicich se cennych papirti.

Klicova slova

investi¢ni zprostfedkovatel, ochrana osobnosti, telefonické nahravky, cenné papiry, investi¢ni
sluzba, zakaznik

LADISLAVA KNIHOVA
CODIFICATION OF PROFESSIONAL TERMINOLOGY WITH FOCUS ON FINANCIAL
MARKETS

Abstrakt

Tvorba odborné terminologie pro jakykoliv védni obor ¢i oblast lidského konani, jeji postupné
piijimani a findlni kodifikace je soucasti kultury spisovného jazyka, a to predevsim kultury jeho
slovni zasoby. Cilem tohoto piispévku je upozornit akademickou obec a dalsi odborniky na
dilezitost odborné  terminologie  pro  rozvoj  jakékoliv  védecké  discipliny
a identifikovat, analyzovat a vysvétlit roli jak tradicnich, tak i nejmodernéjSich metod
pouzivanych v procesu tvorby, postupného pfijimani a kodifikace odborné terminologie.
Autorka objasniuje charakter vysoce odborné, ale i extrémné fyzicky a mentaln€ inavné prace
lexikografii, kterd neni vzdy zcela docenéna. Obzvlaste¢ v souasném globalnim svété neni
mozny rozvoj védeckych a technologickych oborl bez ustéleni relevantni odborné terminologie
a jejiho soustavného zptesniovani s cilem dosdhnout vysoce kvalitni vymény informaci mezi
védci a odborniky z riznych zemi. Méfeno poctem odbornych slovnikd publikovanych v
ceském jazykovém prostredi, je nutné konstatovat, Ze intenzita praci v oblasti lexikologie a
lexikografie v poslednich letech pon¢kud poklesla. S cilem ¢astecné vyplnit tuto mezeru, je
tento prispévek doplnén konkrétnimi ukazkami kodifikace odborné terminologie tykajici se
finan¢nich trht.

Kli¢ova slova

kodifikace, e-slovnik, lexikologie, lexikografie, transfer znalosti, odborna terminologie
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EVA KOVAROVA
AFRICAN REGIONAL ECONOMIC COMMUNITIES ON THE WAY TO THE CONTINENTAL
FREE TRADE AREA

Abstrakt

Ptispévek pojednavd o regionalni integracni spolupraci v Africe, dosazenych UspéSich a
aktualnich vyzvach. V soucasné dob¢ existuje v Africe vice regionalnich ekonomickych
spoleCenstvi (RECs) nez v jiném regionu svétové ekonomiky. Ackoliv jsou jejich ptinosy
limitovany specifiky Afriky, je planovano, ze se stanou zdkladem pro Kontinentalni zénu
volného obchodu. Ta by méla byt piedstavena Africkou unii do konce roku 2017. Cilem tohoto
piispévku je zmapovat statut a perspektivy hlavnich RECs (s dirazem na jejich Gspéchy v
oblasti obchodni integrace), a zhodnotit jejich potencidl pro zformovani Kontinentalni zony
volného obchodu.

Kli¢ova slova

Afrika, Integrace, Kontinentalni zona volného obchodu, REC, Vnitroregionalni obchod

YVONA LEGIERSKA
TAXATION OF FINANCIAL INSTITUTIONS IN THE CZECH REPUBLIC

Abstrakt

Je obecné znamo, ze finan¢ni instituce vykazuji vysokou pifidanou hodnotu v ramci
jednotlivych odvétvi narodniho hospodaistvi téméi kazdé vyspelé zeme. Mnohé vlady se proto
snazi tuto koncentraci bohatstvi zpomalit, a to zpravidla prostiednictvim odliSného nastaveni
zdanovani oproti ostatnim daitiovym subjektim. DalSimi diivody tohoto ptistupu je skutecnost,
ze finan¢ni instituce jsou vitadé zemi vysoce dotovany prostiednictvim podpory statu
nejruznéjSim finanénim produktim pofizovanym obcany. Cilem piispévku je na zakladé
analyzy a mezinarodni komparace navrhnout zmény ve zdanéni finanénich instituci v Ceské
republice.

Klicova slova

finan¢ni instituce, dan z piijmi, dan z pfidané hodnoty, dan z finan¢nich transakci, dan
z finan¢nich aktivit

VLADISLAV PAVLAT
THE PATH TO A SCIENTIFIC CONFERENCE: EXPERIENCE FROM VSFS

Abstrakt

Cilem pftispévku je charakterizovat mezinarodni konference o financ¢nich trzich a jejich
regulaci, uspotfadané Vysokou skolou finan¢ni a spravni v obdobi 2003 — 2017 a formulovat
koncepci jejich budouci podoby future. Cesta od informativné-edukacni konference k védecké
mezinarodni konferenci nebyla snadnd. Jedinou slibnou budouci cestou bude ztzeni zébéru
konference a zvySeni poZadavkil na kvalitu.
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Kli¢ova slova

typy konferenci, védecké konference, typy védeckych stati, dopad na vzdélavani a vyzkum,
kvalita konferenci

CTIBOR PILCH
SOME DEVIATIONS FROM RATIONALITY WHEN INVESTING IN FINANCIAL MARKETS

Abstrakt

Podla tradi¢nych finan¢nych tedrii vSetci UcCastnici finanénych trhov myslia a spravaju sa
racionalne. Svoje preferencie hned’ prispdsobia novym informaciam a konaju na zéklade tedrie
maximalizacie Uzitku. Tato tedria je logicka, ale zlyhdva pri aplikacii do skuto¢ného zivota.
Prave preto sa ako reakcia na nefunk¢nost’ tedrie efektivnych trhov a modelov racionalneho
spravania v praxi vytvoril novy pristup k vysvetleniu konania u¢astnikov finanénych trhov, a to
behaviordlne financie. Tedria behavioralnych financii hovori o tom, ze niektoré financné
otazky a javy dokézeme lepSie popisat’ a pochopit’ vtedy, ked’ pouzijeme modely, v ktorych sa
subjekty nemusia zakonite spravat’ racionalne. Podl’a tejto tedrie existuje mnozstvo odchylok
od racionality. Niektoré st popisané lepSie, iné menej. Niektoré st zavislé na emdciach,
nazyvaju sa emocné. Iné, nezavislé na emoéciach, sa nazyvaji kognitivne.

Dve z nich, jedna z kazdej uvedenej skupiny, st analyzované v predloZzenom prispevku. Ide
o odchylky Tolerancia kriziku a Ukotvenie. Vysledky prieskumu na vzorke 1100
respondentov, ktory uskuto¢nil autor prispevku, dokumentuja fakt, Ze dané odchylky existuju
napriek veku a vzdelaniu.

KPucové slova

behavioralne tedrie, racionalita, odchylky od racionality, tolerancia k riziku, ukotvenie

OTAKAR SCHLOSSBERGER
IMPACT OF PSD II IMPLEMENTATION ON THE PAYMENT SERVICE

Abstrakt

Dne 12. ledna 2016 vstoupila v platnost smérnice Evropského parlamentu a Rady (EU)
2015/2366 o platebnich sluzbach na vnitinim trhu (déle jen Smérnice "PSD II"). Smérnice totiZ
mimo jin¢ ukldda financnim institucim, které svym klientim vedou platebni Ucty, aby za
urcitych podminek zptistupnily své systémy a klientska data pro sluzby ttetich stran, pokud o
to klient pozada. Tato skutecnost miize vést k vytvareni novych obchodnich modelt a pro
finan¢ni instituce to bude znamenat ztratu urcitého monopolniho postaveni a zvySenou
konkurenci. S transpozici Smérnice PSD II, ktera mé byt v ¢lenskych statech provedena do 13.
1. 2018, budou poskytovatelim téchto sluzeb (Casto technologickym spole¢nostem,
oznacovanych jako "fin-tech") uloZzeny i nové povinnosti a tito poskytovatelé¢ budou také nove
podléhat dohledu narodnich regulatort. Cilem tohoto ¢lanku je s pomoci metody deskriptivni
analyzy poukazat na o¢ekavané mozné zmény pii poskytovani platebnich sluzeb podle PSD II
a na pravni postaveni subjektl, které budou chtit po implementaci PSD II poskytovat platebni
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sluzby. Ptispévek bude vychdzet z hypotézy, Ze Implementaci PSDD II dojde ke zvysSeni kvality
pfi poskytovani platebnich sluzeb kone¢nym uzivatelim.

Kli¢ova slova

PSD II, platebni sluzby, platebni styk, poskytovatel, spravce

SYLWIA TALAR
BARRIERS TO CROSS-BORDER PORTFOLIO CAPITAL FLOWS IN THE DIGITAL ERA

Abstrakt

Cilem této prace je odpovédéEt na otazku, jak digitalni revoluce ovliviiuje mezinarodni pohyb
portfoliového kapitalu. Financni trh je jiz nejvice globalizovanou oblasti svétové ekonomiky.
Omezeni pteshrani¢nich finan¢nich tokd jsou nejméné mezi jinymi, jako jsou zbozi, sluzby
nebo lidé (pracovni sily). Rychly a vicerozmérny rozvoj informacnich a komunikacnich
technologii pifina$i neustalé snizovani piekazek pii zpracovani a ptrenosu informaci
(minimalizace asymetrie informaci), automatizace transak¢niho procesu a pravé novy fenomén
v kapitalovych tocich, jako je vysokofrekvencni obchodovani (HFT). Obecné se uznava, Ze
nové ICT odstranuji bariéry ¢asu a vzdalenosti ve svété. Mohlo by byt dokonce interpretovano
jako nedostatek ptekazek pohybu finan¢niho kapitdlu. Pfispévek, ktery zohledituje nedavny
vyvoj vyzkumu a analyzu hlavnich rysi HFT, naznacuje stavajici piekdzky portfoliovych
kapitalovych toki a popisuje jejich ménici se povahu.

Kli¢ova slova

investiéni portfolio, digitdlni ekonomika, vysokofrekvencni obchodovéni, informacnich a
komunikac¢nich technologii, pfeshrani¢ni toky kapitalu bariéry

MARTIN VIiCHA
AUTOMATION IN FINANCIAL ADVICE (ROBO ADVICE) IN REGULATORY
CONTEXT

Abstrakt

Prispévek se pokousi popsat aktualni tendence ve vyvoji bankovnictvi a pojiStovnictvi
v Evropské unii, specificky v oblasti nového fenoménu automatizace pii poskytovani
finan¢nich sluzeb (tzv. robo advice), s vyuzitim mnoha zpisobi, kdy spottebitelé mohou
vyuzivat automatizované nastroje s cilem ziskat finan¢ni radu, a to zcela bez zasahu nebo
s velmi omezenym zasahem Cloveka. Prispévek rovnéZ popisuje mozné vyhody a rizika spojena
s automatizovanym zpracovanim ve finan¢nich sluzbach, a to jak pro kone¢né spottebitele, tak
pro samotné financni instituce. Ptispévek rovnéz diskutuje faktory poptavky a nabidky, které
urcuji motivaci pro vyuzivani automatizovaného zpracovani.

Kli¢ova slova

automatizace, ,,robotické® poradenstvi, digitalizace, finan¢ni technologie, uméla inteligence
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JAROSLAYV VOSTATEK
FINANCIAL SECTOR TAXATION

Abstrakt

Zdanéni financ¢niho sektoru zahrnuje celou $kélu problematiky, a to nejen zdanéni finan¢nich
instituci a finan¢nich sluzeb, ale i souvisejici regulaci jednotlivych finan¢nich trhti. Selhani
finan¢nich trhli vyvolalo potfebu komplexniho pfistupu ke zdanéni finan¢niho sektoru, pfi
némz je nutno vzit na ztetel i stavajici a mozné koncepce dané z piijmu korporaci a dané
z ptidané hodnoty, které jsou ¢i mohou byt problémové samy o sob¢é. A k tomu i problematiku
zdanéni finanénich transakci, financnich aktivit a bankovni dané. Cilem pfispévku je
koncipovat systém racionalniho zdanéni ¢eského finan¢niho sektoru pro nastavajici obdobi, se
zohlednénim ceskych specifik a vyvoje v EU.

Kli¢ova slova

dan z pfijmu pravnickych osob, dan z ptidané hodnoty, dan z finan¢nich transakci, bankovni
dan
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(zatazené na zaklad¢ anonymniho posouzeni dvéma oponenty)

DOES THE METALS MARKET FOLLOW THE
HALLOWEEN EFFECT PATTERN?

PETER ARENDAS - PATRIK SLOBODNIK
Abstract

Some of the recent researches show that the Halloween effect is present not only on the stock
market, but also on the commodity and bond markets. The Halloween effect is a calendar
anomaly, when the summer period (May — October) returns of an asset tend to be significantly
lower compared to the winter period returns (November — April). The aim of this paper is to
investigate, whether the Halloween effect is present also on the industrial and precious metals
markets. The results show that the Halloween effect affects various precious and industrial
metals, however, it is statistically significant only in the case of copper, nickel and zinc.

Keywords
Halloween effect, calendar anomaly, abnormal returns, precious metals, industrial metals
JEL Classification
GO01, G14, G15

Introduction

Calendar anomalies are some periodically repeating patterns in behaviour of financial asset
prices, liquidity and volatility. Researchers that studied the financial markets were able to
identify various kinds of calendar anomalies. Some of them, e.g. the Holiday effect or the Day
of the week effect, are related to particular days, some of them, such as the January effect, are
related to particular months. The Halloween effect is based on the differences between the
returns recorded over the summer and the winter half of the year. It is based on the observation
that the stock market returns tend to do better during the winter months (from November to
April) than during the summer months (from May to October).

The financial professionals as well as the academicians pay attention to the market anomalies
for several reasons. From an investor’s point of view, the calendar anomalies are interesting, as
they may be able to generate some abnormal returns, if they are correctly included into an
investment strategy. From an academic point of view, the existence of the calendar anomalies
on a particular market is in a contradiction to the efficient markets theory. According to Fama
(1965), on an efficient market, the stock price reflects all of the important information and it is
impossible to record abnormal returns, using fundamental or technical analysis. It means, that
if a statistically significant calendar anomaly is present on a stock market, the market can’t be
considered to be efficient.

Some of the better known authors who focused on various calendar anomalies are Cross (1973)
or French (1980) who investigated the Day of the week effect, Lakonishok and Smidt (1988)
and Ariel (1990) who investigated the Holiday effect, Ariel (1987) and McConnell and Xu
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(2008) who investigated the Turn of the month effect, or Choudry (2001) and Giovanis (2009)
who focused on the January effect.

Although the Halloween effect under various names (“Sell in May and go away” or “Sell in
May and come back after Halloween™) has been known for several centuries, it got into the
centre of attention of many researchers only over the recent decades. Bouman and Jacobsen
(2002), Lean (2011), Andrade, Chhaochharia and Fuerst (2013) or Arendas and Chovancova
(2016) confirmed the presence of the Halloween effect on stock markets of various countries.
As the precious and industrial metals are important for the global economy, many authors study
various factors affecting the metals prices. For example Lombardi and Chiara (2012)
investigated the linkages between non-energy commodity prices, concluding that the non-
energy commodity prices are affected by exchange rates and economic activity. Morales (2012)
came to a conclusion that there is a strong relation between precious metals markets and stock
markets in terms of volatility spill-overs. Moreover, the negative news tend to affect the
precious metals markets stronger than the positive news. Wang, Lin and Li (2013) came to an
interesting conclusion that the RICI-M (Rogers International Commodity Index — Metals)
commodity index is able to predict the price fluctuations on the stock markets in China, India,
Russia, South Korea, Taiwan and Africa. Some of the more recent studies were performed by
Figuerola-Ferretti, Gilbert, McCrorie and Roderick (2015), Hammoudeh, Malik and McAleer
(2011), Todorova (2015) or Kang, Mclver and Yoon (2017).

Although the authors have investigated various aspects of the metals markets, such as the
volatility spill-overs, market efficiency, relations with the stock markets, relations with the
other commodity markets, the impacts of the economic cycles, etc., there was only a little
attention paid to the problematics of calendar anomalies, the Halloween effect included.
However, some of the recent studies (Arendas, 2017) show that the Halloween effect can be
found also on the commodity markets. The aim of this paper is to help to fill the gap and to
investigate the presence of the Halloween effect on the precious and industrial metals markets.

1. Data and methodology

The aim of this paper is to investigate the presence of the Halloween effect on markets of
precious and industrial metals. The study includes six industrial and three precious metals,
which means nine metals in total. The subgroup of industrial metals includes aluminium,
copper, lead, nickel, tin and zinc. The subgroup of precious metals consists of gold, platinum
and silver. The price data were provided by the World Bank databases. However, it is important
to note that the length of the data series differs metal to metal (Table 1). In the case of copper,
lead, tin and zinc, a 50-year time period was investigated and in the case of gold and silver a
48-year time period was investigated. In the case of aluminium, platinum and nickel, it was 44,
43 and 38 years respectively.
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Table 1: Data series — lengths of time periods

metal time period number of years
Aluminium | V. 1972 - IV. 2016 44
Copper V. 1966 - 1V. 2016 50
Lead V. 1966 - 1V. 2016 50
Nickel V. 1978 - 1V. 2016 38
Tin V. 1966 - 1V. 2016 50
Zinc V. 1966 - 1V. 2016 50
Gold V. 1968 - 1V. 2016 48
Platinum | V. 1973 -1V. 2016 43
Silver V. 1968 - 1V. 2016 48

Source: Own processing

If the Halloween effect is present on a market in a particular year, the winter period (November
— April) returns must be higher compared to the summer period (May — October) returns. The
returns for the summer and winter periods are calculated using following formulas, where rsx
and rwx stand for summer period and winter period returns, X stands for a particular calendar
year, Pax stands for April closing price in year X, Pox stands for October closing price in year
X, and Pax+1 stands for April closing price in year following year X.

Po, - Pa
er = XPAX = (1)
_ Payyq - Poy
Fy, = Tt =0 @

To evaluate, whether the Halloween effect on a particular market is statistically significant, the
returns recorded over the summer and winter periods were compared, using the parametric two-
sample t-test and the non-parametric Wilcoxon rank sum test. As the two-sample t-test is more
robust for normally distributed data series and the Wilcoxon rank sum test should be more
appropriate for non-normally distributed data series, the Shapiro-Wilk test was performed in
order to determine whether the compared data series were normally or non-normally
distributed. To determine whether the compared data series had equal or unequal variances and
thence whether the two-sample t-test for equal variances or the two-sample t-test for unequal
variances should be used, the F-test was performed.

We have also tested two hypotheses:

Hypothesis 1: The metals markets are affected by a statistically significant Halloween effect.
Hypothesis 2: Although not all of the metals markets are impacted by the Halloween effect
evenly, the related markets (gold and silver markets; zinc and lead markets) are affected
similarly.

2. Results
If the price development of a particular metal is affected by the Halloween effect, its winter
period (November — April) returns must be higher compared to its summer period (May —
October) returns. The comparison of the average winter period returns and the average summer
period returns, over the time periods stated in Table 1, are presented by Figure 1.
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Figure 1: Comparison of the average summer period and winter period returns
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As shown by Figure No. 1, in the case of eight out of the nine metals, the average winter period
returns were higher than the average summer period returns, over the investigated time periods.
Only gold recorded higher average summer period than winter period returns, however, the
difference was negligible (4.77% vs. 4.58%). All of the other metals recorded notable
differences in favour of the winter half of the year. It is also possible to see, that aluminium,

copper and nickel recorded negative average summer period returns and highly positive average
winter period returns. The difference is significant especially in the case of copper with average
summer period return of -2.89% and average winter period return of 8.8%, and nickel, with

average summer period return of -4.04% and average winter period return of 14.4%.

Figure 2: The number of years with and without the Halloween effect
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Figure 2 shows the number of years when the Halloween effect at a particular metal market
occurred and the number of years when it didn’t. As can be seen, the highest number of
Halloween effect years was recorded by the copper and tin markets and the highest number of
years without the presence of the Halloween effect was recorded by the lead and zinc markets.
The frequency of the Halloween effect occurrence is presented also by Table 2. It shows, that
during the investigated time periods, the Halloween effect occurred in more than 50% of years
in the case of all of the metals except of gold. The gold market experienced the Halloween
effect only in 45.83% of cases (22 out of 48 years). The highest frequency of the Halloween
effect occurrence was recorded on the platinum market (72.09% - 31 out of 43 years). Another
four metals approached the 66% level: silver (66.67% - 32 out of 48 years), copper (60% - 33
out of 50 years), tin (66% - 33 out of 50 years) and nickel (65.79% - 25 out of 38 years).

Table 2 captures also the differences between the average winter period and average summer
period returns. The highest difference was recorded by nickel. The average difference between
the winter period and summer period returns climbed up to 18.44 percentage points. A double
digit difference (11.69 percentage points) could be seen also in the case of copper. All of the
other results ranged between 4.32 and 5.99 percentage points, except of lead and gold that
recorded differences of 1.83 percentage points and negative 0.19 percentage points respectively.

Table 2: Results

) %o of Difference (winter Two Wilcoxon rank
Commodity Halloween : : Sample t-

Effect Years period - summer period) test sum test
Aluminium 56.82% 5.24 0.1209 0.0604
Copper 66.00% 11.69 0.0038 0.0049
Lead 54.00% 1.83 0.6610 0.3379
Nickel 65.79% 18.44 0.0218 0.0015
Tin 66.00% 5.99 0.1132 0.1242
Zinc 54.00% 5.93 0.2167 0.0709
Gold 45.83% -0.19 0.9519 0.9358
Platinum 72.09% 4.32 0.2251 0.1737
Silver 66.67% 4.45 0.3617 0.3445

Source: Own processing

Although the differences between the average winter period and the average summer period
returns may indicate quite a lot, they might be skewed by some extreme values. This is why the
statistical significance tests are important. Table 2 provides results of the parametric two-
sample t-tests and non-parametric Wilcoxon rank sum tests. The Shapiro-Wilk test was used to
determine whether the compared data series come from normally distributed populations, which
means, whether the parametric or non-parametric test is more suitable. In Table 2, results of the
more appropriate test are written in bold. Moreover, the cases of a statistically significant
Halloween effect are highlighted.

We can talk about a statistically significant Halloween effect in the case of three out of the nine
investigated metals markets. Over the analysed time periods, a statistically significant
Halloween effect could be seen only on the copper, nickel and zinc markets. While the calendar
anomaly was statistically significant only at the 0.1 level of confidence in the case of the zinc
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market, it was statistically significant at the 0.01 level of confidence in the case of the copper
and nickel markets.

Hypotheses testing

It is possible to conclude that Hypothesis 1 (The metals markets are affected by a statistically
significant Halloween effect.) can be accepted only partially. Although during the analysed time
periods all of the investigated metals markets, except of the gold market, experienced the
Halloween effect in more than 50% of years and they recorded notably higher average winter
period than average summer period returns, the statistical tests have shown that we can talk
about a statistically significant Halloween effect only in the case of the copper and nickel and
at a slightly more benevolent significance level also in the case of the zinc market.

While Hypothesis 1 could be partially accepted, Hypothesis 2 (Although not all of the metals
markets are impacted by the Halloween effect evenly, the related markets (gold and silver
markets; zinc and lead markets) are affected similarly.) must be rejected. It seemed to be logical
to expect that the gold and silver markets and the zinc and lead markets will show some similar
behaviour also in regard to the Halloween effect. Gold and silver are the most important
precious metals. Their prices tend to move in a tandem. Usually, when the gold price grows,
the silver price grows as well and when the gold price falls, the silver price falls as well. The
only difference is that silver price tends to move much stronger. A similar relation can be found
also between the zinc and lead markets. The reason is that both of the metals are usually mined
together, from the same deposit. As a result, both of them are affected by some very similar
fundamental factors.

But as the results show, while on the gold market, the Halloween effect occurred only in 45.83%
of cases, on the silver market it occurred in 66.67% of cases. Moreover, on the gold market, the
average winter period returns tend to be slightly lower compared to the average summer period
returns, while on the silver market, the average winter period returns are by 4.45 percentage
points higher compared to the average summer period returns. In the case of zinc and lead, the
differences are less evident, however, they still exist. The Halloween effect occurred in 54% of
cases on both of the markets. But while the zinc market recorded the average winter period
returns by 5.93 percentage points higher compared to the average summer period returns, the
difference was only 1.83 percentage points in the case of the lead market. Moreover, in the case
of the zinc market, the difference between the summer period and the winter period returns was
statistically significant at the 0.1 level of significance, while on the lead market, the difference
was not statistically significant at all.

Conclusion

The results show that the Halloween effect can be found also on the metals markets. The market
prices of 8 out of the 9 analysed precious and industrial metals tend to do notably better during
the November — April than during the May — October time periods. The only exception is gold
that recorded almost identical average summer period and winter period returns during the
investigated time period. The strongest Halloween effect can be found on the nickel and copper
markets. The average difference between the winter period and summer period returns is 18.44
percentage points in the case of nickel and 11.69 percentage points in the case of copper. In
both of the cases, the differences between the summer period and the winter period returns are
statistically significant, even at the 0.01 level of significance. Also in the case of zinc, the
differences are statistically significant, however only at the 0.1 significance level. Especially in
the case of nickel and copper, the differences are big enough, to be able to generate some
abnormal returns, if the Halloween effect is used to build a proper investment strategy.
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THE USE OF RESULTS OF CREDIT RATING AGENCIES

JOSEF BUDIK — VLADIMIR EZR
Abstract

The text aims to determine the wide range of engagement of credit rating agencies. In the
context of the financial crisis, there was massive criticism of their activities and their part of the
responsibility for the problems. On the contrary, the positive contribution of credit ratings have
a small number of the authors. The authors of the presented text use the method of comparative
analysis of publicly available information and discuss the issue of the likelihood of bankruptcy
subject to the investigational rating. The results of analysis they associated with selected
information from the markets.
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Introduction
Investors and politicians have led a broad debate on the global crisis of credit rating agencies
in the largest economies in Europe. The three national credit rating agencies assess the risks
following their own risk criteria and express them by their own scales. The new Chinese agency
Dagong is using the rating symbols in a similar way like Fitch or Standard & Poor’s. Credit
rating agencies use a slightly different scales for the assessment of corporate risks. The
quantification of the risks on the basis of various ratings is fast becoming not entirely trivial.

1. Research sources

Rating issues describe in detail the authors Vin§ and Fox (2005) (8). Their publication is now
more or less a historical document. More recent data in the databases are much more frequent.
If you insert the word "Rating” in the database, ProQuest search engine shows 317 394 results
in search of the peer-reviewed journals and texts. On the opposite, at the database from the year
1991 there are 671 records only. Increase in records until 2014 is evident from table 1. The
database issue rating extremely interested authors. The decrease in the number of records for
the year 2015 and 2016 may be regarded as the consequence of delays between the processing
of text, his reviews and included in the database.

Table 1: Number of records in the database (query ""Rating'')

Year Number of
records
2014 25671
2013 25344
2012 22940
2011 20124

Source: Author’s own processing based on the database ProQuest
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One of the problems within the scientific texts is comparison of rating agencies. And Solodkov,
Karminsky and Hainsworth (2013) proposed a method for comparison and as a result of creating
the tables and charts for comparison and evaluation of the scale used by the various agencies.
The bonds rating for a number of investors may be confusing because credit rating agencies
have adopted inconsistent definition of grades for different types of securities.

Adelson also studied the non-consistency in many definitions. In fact it is still less clear what
means ratings in this area. Some credit rating agencies except relatively often new definitions
for their evaluation. Inconsistent definitions for many investors significantly make difficult
credit assessment in different types of securities and for different time horizons. In evaluation
scales for US municipalities bonds according to Moody's the scales are calibrated for different
levels of expected losses other than the scale for all other types of bonds. Inconsistent
definitions undermine comparability of the fixed-income investment from various markets
(Adelson, 2007).

2. Method

Rating of a country from rating agencies is estimation for the future if such a state will keep its
obligations to re-pay the debt. Evaluation has different degrees. About countries with
investment degree it is predicted that their commitments will be processed in time, without any
reduction of the nominal value. Some of the speculative investment evaluation are bringing
more or less the higher risk. The lowest degree is the situation of selective default (the state's
insolvency). Such forecasts (positive, neutral or negative) suggest the other necessary future
evaluation. The State evaluation is based on the evaluation of other issuers in such a country,
their assessment is typically lower.

Moody’s global rating scale (like all others) expresses the opinion of experts on the relative
credit risk of the companies or single instruments within this state. Long-term ratings are
directed to issuers or commitments with an original maturity of one or more years and show us
the likelihood of failure. Short-term ratings are assigned to commitments with an original
maturity of less than 13 months and also reflect the likelihood of failure.

The question is - how many investors can exactly assign to a specific rating of the issuer’s
default? Dandapani and Lawrence, as indicated, use the bond rating to measure the probability
of the issuer’s default. Thus the rating issued by them affects the bond in the market, access to
capital and costs (issuer). Moreover, regulators in many states restrict investment funds and
institutional investors in securities not to invest without having ratings from at least two main
rating agencies. By analogy with the Basel II capital adequacy requirements for bonds may vary
according to the evaluation (Dandapani, and Lawrence, 2007)

3. Discussion and results
The rating scales for common use in the Czech Republic are published on the website of the
Czech National Bank. Comparative tables show us the somewhat different views of the three
main rating agencies. The Czech Republic has rating unchanged Moody’s (A1) since the year
2002, Fitch ratings (A +) from the year 2008 and S & P rating (AA) in 2011. Investment grade
credit rating is eligible to the Czech Republic by the Moody’s and S&P since 1993, by Fitch
since 1995. (CNB. 2017).

Rating of countries is but only one of the activities of credit rating agencies. Agencies shall
carry out an assessment of market operators. In developed countries, the rating is one of the
fundamental regulatory instruments. With pension funds, investment and unit trusts, banks or
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insurance companies become (or other regulators) to ensure a certain degree of security of fun
ds - which is invested by these institutions, thus it may reduce the investment risks. Restrictions
are often linked to the minimum rating, e.g. the rating of the issuer of securities. Although this
system is world-wide known and used abroad, for the public sector in the Czech Republic may
be the Chart 2 something new.

Table 2: Different scales of Moody's

Product under The best | The worst | Characteristics of the Moody’s best
consideration credit rating product
rating

Global long-term Aaa C The commitments Aaa are considered

(commitments of high quality and with a minimum of risk

states)

Global short-term P-1 NP (not Such assessment as Prime - 1 have the

scale prime) top ability to repay short-term debt
obligations

The bond funds Aaa-bf C-bf The funds have assets which have been

rating given the highest credit quality.

The equity funds EF-1 EF-2 Has the highest quality in comparison

rating with investment funds with similar
investment strategies

The ratings of Aaa-mf | C-mf A very strong ability to fulfil the double

money markets objectives - the provision of liquidity and

funds the capital.

National scale of 1 4 Issuer shows the combination of a strong

stock ratings liquidity and sustainability to pay
dividends.

The structured aaa (sca) | c(sca) High credit quality and small credit risk

products

Source: Authors own data processing based on Investor Service Moody’s (2016)

If we ask how likely will default the issuer of bonds or other obligations, whose rating was
processed, the simple answer of this problem is not easy, in spite of the fact that the credit rating
agencies have been studying this issue even for the last decade. According to the study, by
Vazza and Kraemer and the likelihood of default for companies with the lowest speculative
rating of almost 50 %. The authors of the document in the same analytical study of S&P show,
that, on average, there is a negative correlation between the initial rating on the company and
its bankruptcy, if it comes to that. For issuers who were initially underpaid in categories “A”
and “B”, the average time from the rating process to failure was 12, 7 years, respectively 4, 7
years of initial rating (or since 31. 12. 1980, the beginning data of the study). While issuers in
the rating category ‘CCC’ or lower they had the average time to failure only 2-3 years (Vazza,
Kraemer, 2014).
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Table 3: The average probability of bankruptcy of up to five years after the S&P

Rating The average probability of commitments
S&P (default) by five years after S&P rating [%]
AAA 0,36

AA 0,36

A 0,62

BBB 2.15

BB 8,35

B 20,61

CCC/C 47,53

Source: (Vazza, Kraemer, 2014)

Another view to use its credit rating is in the study (Moody’s, 2016), the table - return on the
investment.

Table 4: The expected ratio of the repayment of the nominal value

Basic rating of The expected ratio of the
Moody’s repayment of the nominal
value of

Bl 99 to 100 %

B2 97 t0 99 %

B3 951097 %

Caal 90 to 95 %

Caa2 80 to 90 %

Caa3 65 to 80 %

Ca 3510 65 %

Source: Moody’s Investor Service 2016

The data about average probability of the failure of re-payment of the debts till five years after
the rating can be compared with analyses corruption in selected States. Comparison carried out
at VSFS in 2015 shows that with growing corruption the rating is sinking on the scales, and at
the same time, the state’s competitiveness is dropping.

Conclusion
Some signals from the capital markets show that credit rating affects markets less than at the
beginning of the millennium. After scandals in the USA, more and more people can not accept
that a few reviewers in rating companies can influence the market. But for a small investor, or
for a company seeking information for their expansion, they may provide the relevant
information on the market and, in the case of rating firms can obtain additional information
from it’s own analysis.
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LIMITS OF THE GLOBAL ECONOMY FINANCIALIZATION
PROCESS

LUBOMIR CIVIN
Abstract

The paper analyzes the current state and perspectives of the global economy financialization
and shows its correlation with the globalization process. The hypertrophic development of
global financial markets and the growth of the financial sector's share of the economy in
advanced countries as well as in transition and emerging markets economies have a negative
impact on their real economy and are causing ever-widening crisis fluctuations permanently
threatening to overgrow into a global systemic financial crisis. Their real social benefits and
importance for serving the real economy are becoming smaller and have declining or even
negative implications. Future developments which are now also at the crossroads will be
significantly conditioned by the further direction of globalization and its possible future
scenarios. But financialization in this context will be partly independent, due to in particular
the technical development of the global economy digitalization, but the essence of the problem
of financial hypertrophy within the economy will not be solved without systemic reforms.

Key words

globalization, financialization, relationship of real and financial sector of economy,
digitalization

JEL
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Introduction

The main objective of the paper is to analyze future directions of the financialization process in
the current conditions of slowing globalization and to identify alternatives for its next
development. An attempt is made to define the problem areas related to the future of this process
and to identify the challenges for the theory and economic policy practice in the field of the
financial sector regulation at the macro and micro-economic level. The author came out of the
following hypotheses: the volume of the financial economy in relation to the real economy is
hypertrophic; furthermore, financialization and globalization have lost their momentum in
recent years and are looking for ways of future development, with its future being conditioned
by the future development of globalization, even though it retains some autonomy on it; and
finally, pushing for its positive direction will require some important reforms of the entire
financial system at micro and macroeconomic level.

1. Methodological bases used to confirm working hypotheses, state of the study of
financialization in the literature
Methodologically, it has come out of an author's research using, in particular, procedures
enabling the logical decomposition of the object of research, analysis of the current data on
processes in the global economy, deduction allowing the estimation of its future development
and induction to identify open problems requiring further investigation. The results of the
author's own calculations presented in the graphs (No. 1 and No.2) confirm the first hypothesis;
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the final theses are the result of a logical deduction from the analysis of historical and current
developments by a number of global financial institutions (IMF, SB, BIS, UNCTAD, WTO
etc.).

The financialization of the global economy is a relatively new concept in theory, which has
been presented in the literature since the last decades of the last century and is very intensively
connected with the globalization process. It is defined differently, sometimes as a process that
implies the increasing importance of finances, financial motives, financial markets, financial
actors and financial institutions in the economy, which leads to a change in the behavior of
economic subjects in close connection with the processes of globalization that are relatively
autonomous. (Epstein, 2002). Other times, it is presented as a process in which financial
markets, financial institutions, and financial elites gain strong influence over economic policy
and economic outputs (Palley, 2007).

The process of creating new money ex-nihilo (of nothing) within the fractional reserves global
banking system (Jilek, 2013) is extremely stimulating financialization, as the hypertrophic
circulation of fiat money is almost completely separated from the fundamentals of the real
economy and gains a high degree of autonomy on it, and to which it then reverses to a great
extent negatively. Activities related to financialization are referred to be as distributive only
(ie ensuring only distribution and redistribution of wealth in the society without increasing its
aggregate volume), which is in contrast to creative activities, also named the real economy.

Structural changes in the functioning of capitalism reveal the growing importance of the
financial sector, which in the context of financialization replaces the traditional production
process. The financial sector of the economy is no longer a tool for a more efficient functioning
of the real economy, its activities have increased disproportionately over the last decades.
Empirical research carried out on a sample of 87 economies (Tori, Ozlem 2017) has shown that
there is a certain threshold in the relationship between financing an economy and the economic
growth. The correlation between real data has revealed that the level of financialization is
beneficial to the economy only to the achievement of a certain threshold, after which the next
development of financialization tends to have an unfavorable effect on growth. It follows that
more funds in the economy is not necessarily beneficial to economic growth and economic
level, and thus to facilitate the growth is essential only achieve "optimal" level of financing of
the economy (Law, Singh, 2014). Financialization is one of the sources of increasing saturation
of the volume of financial resources into the economy, but these are not sufficiently valued in
its real part and are thus re-directed back to their origin, i.e. to financial markets. Similar views
have also been made by authors close to the global banking sphere, presented by the Basel BIS.
According to them, the financialization is not so bad as it looks, but only if it is not over-
expanded (Cecchetti, Kharroubi, 2012).

Finance innovations are an important attribute of financialization process, which has been
developed over the last decades both to the breadth and the depth of the global economy and
has greatly increased the influence of its actors and institutional leaders within it. The
financialization in the context of innovation is determined by two sets of factors, objective and
subjective: The first represents the technical development of information and communication,
allowing the spread of activities across the globe and the expansion of financial markets on a
global scale. This group also includes a largely objective process of expansion of capitalism, ie
the internationalization of economic life on a global scale, given by technical, economic and
social developments, with the financial sector playing a key role in it, as innovation is one of
its driving forces. The latter is linked to the thinking and the political practice of neo-liberalism,
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which by the financial sector deregulation has loosen the restrictive rules for this activity and
allowed its deep penetration into the overall global economy structure.

The professional literature identifies causes and sources of excessive financialisation at several
levels, namely:

- Existence of a banking system fractional reserves allowing a substantial monetary and credit
expansion by both central and commercial banks themselves (Jilek 2013)

- Breakdown of Bretton Woods I in 1971 with its consequences for the emergence of a new
monetary arrangement

- Global coordination of the neo-liberal economic policy known as the Washington Consensus
(Williamson, 2000)

- Slowdown of the real economy's profitability and capital stampede into the non-productive
sphere (Maniatis 2012)

- Processes of hyper-globalization (globalization 3.0) in the world economy (Civin 2017)

- Radical advancement of new technologies in the economy (basically the technical level of
globalization)

- The global crisis after 2008, the crisis of the euro area and, as a consequence, also the factor
of further deepening of the financialization in the search for the outcomes of the crisis.

2. The scope and consequences of financialization

The current state of financialization is indicative of the excessive expansion of money in the
global economy (see Chart 1), especially when comparing global GDP, credit expansion and
the size of individual financial markets. The structural changes in the global economy as a result
of financialization are best demonstrated by the analysis of data showing the degree of
disengagement of the original relationship between the real and the financial economy, where
the later originally served the first one. By financialization, this relationship turned inwards,
leaving the financial economy the dominant position over the real one.

Chart 1: Relationship between real and financial economy (in trl. US dollars)

E2010 =m2015
1216
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GDP Shares and bonds Global debt OTC financial FOREX
derivatives

Source: BIS, IMF, author's own calculations

Explanatory notes:

GDP - Worldwide sum of values created per year

Shares and bonds - the volume of traded securities on stock exchanges in a given year

Global debt - the total amount of all outstanding debt claims in the world

OTC financial derivatives - the nominal value of all outstanding over-the-counter derivative
products at the end of the year

FOREX - extrapolation of the total volume of the forex foreign exchange forex transactions
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As the result, the movements of the world financial markets are at present an essential
determinant of the development of the real economy (eg. Chart 2).

Chart 2: Number of Forex trading days needed to serve world trade
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Source: Author's own calculations by extrapolation from WTO 2017 and BIS 2016a

The financial bubbles that have been made possible by hypertrophied finances, the inequality
of wealth distribution effects they created, along with the sharp rise in indebtedness of all
sectors of advanced economies, have in the long run increased aggregate demand and provided
stimulus to the anemic growth of the economy during the period of globalization. The bubble
burst meant returning to the weak fundamentals of the real economy, a deeply significant period
of global stagnation and crisis.

Globalization is a complex, multi-layered and diverse process that takes place at least in four
core interconnected spheres: technical, economic, social and political. Its most visible
component is the territorial restructuring of economic activities linking the production and
markets of different countries through commodity, financial and information flows in a
mutually interconnected network of ownership and management of multinationals on a global
level. There is also a new international financial system almost completely separated from the
real economy with the dominating virtual economy position of financial transactions and
speculation - the so-called casino economy (Costello et al., 1989). Hyperglobalization of the 90
‘and 00' years, allowed the dynamic growth of financialization, which then acted as its backward
multiplier. The process of economic globalization has long been advanced in the financial
world, followed later by energy, information and trade flows, and the slowest globalization in
the labor market segment.

In the social and political field, globalization and financialization are accompanied by a number
of negative phenomena in the form of polarization of society and the deepening of income
inequality, the extinction of middle classes, extreme concentration of power in the hands of
corporations, the loss of individual power, the rise of religion or the rise of radicalism. In the
political sphere, the future ability of national states to pursue control over corporations as a
regulator of the last instance becomes the basic problem when corporations have become almost
equivalent partners of states. National states' small chances in this regard call for the
reinforcement of transnational political integration and inter-state coordination of regulatory
frameworks for development. This coordination is an important tool eliminating the worst
negative impacts of global economy financialization, as demonstrated by the relatively effective
way of global financial sector regulation after the 2008 crisis in the form of Basel III capital
treaties, whose application has largely curtailed international transfers of lending and
speculative capital (Dobbs, 2015).
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The global financial crisis has been a consequence, but also a feedback factor in deepening
financialization. But finding outcomes of it under the conditions of hypertrophic
financialization opens new issues. One of them is the threat of high inflation generated by the
current central bank monetary policy, chosen to respond to the crisis in most developed
countries of the world. Under a loose monetary policy, they issued huge amounts of fiat money
(see, for example, Yardeni 2017), with the aim of boosting economic growth or eliminating
capital losses caused by bubble bursts in the financial markets. It was done mostly by
quantitative easing, non-traditional monetary policy operations, or interventions on foreign
exchange markets that caused currency wars. As a consequence, a large supply of fiat money
circulates in the global economy, moving to the real economy for the purpose of speculation,
as well as central bank accounts, where they are gradually released into the economy. This leads
to the so-called targeted inflation and it also starts economic growth in advanced countries,
accompanied by a slowly growing (in this case desirable and relatively low) inflation. The
question remains the ability of the long-term sustainability of such, essentially unnatural
economic growth, by using these unconventional instruments of central bank monetary policy.

Targeted inflation may get out-of-control at any time, and the result may be a long-term
tendency of its uncontrolled growth. The absence of the ability to use "new" money in the real
economy causes again the emergence of different price bubbles in the field of speculative assets
traded on financial markets or real estate prices. However, traditional monetary policy
instruments that will try to regulate this trend (rising interest rates on central banks) will lead to
an increase in the rate and volume of non-performing loans for both asset groups. This creates
several forms of threats that allow for a systemic financial crisis not only at the national but
also at global level.

However, the high and ever increasing level of debt as the result of the credit expansion is not
seen in the household and corporate sectors only, but also in the fiscal sphere. The resolution
of the crisis after 2008 by state budgets lead to the indebtedness growth of a number of large
economies, but in essence, it was just the debt restructuring (or partial depreciation) and no
material conditions were devised to address the consequences of the crisis in the real economy.
Loose fiscal and monetary policy used to calm financial markets increased volumes of money
directed to financial markets, swapping in terms of interest rates or maturity dates, and
speculation, but did not significantly reduce the indebtedness of a number of states, rather the
opposite.

3. Perspectives of the further development of global economy financialization and

its impact on the financial markets functioning
Financialization, like globalization, in the aftermath of the 2008 crisis was at a certain
crossroads when deciding on its further direction. Since both processes have some common
characteristics, including multilayer and contradictions between its individual components, it s
possible to search their further direction in resolving relationships between their layers. These
include, in particular, the ratio between internal (domestic) and external (international)
financialization of individual economies, as this also has a significant (perhaps still dominant)
dimension within the national economies, which differs from the process of globalization. It is
also the relationship between its technical, economic and social aspects, the ratio between the
depth and breadth of financialization, as well as the relationship between the real economy and
the autonomy of the financial economy. These relations and their mutual relations development
will determine a further orientation of the process.
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Its internal structure leads to the conclusion that some linear development can not be expected,
but often a conflict of contradictory tendencies that will bring partly some positive benefits and
some negative elements for the development of the global economy. These tendencies will
again be influenced by two groups of factors: the objective development of social processes,
given in particular by the direction of global economic and above all technical development,
and subjective influences, i.e. interventions of subjects from the political sphere, trying to
modify these processes in accordance with interests of the power elites.

Perhaps one of the most important objective factors will be the next development of
globalization. (Laudicina, Peterson, 2016). As has already been said, this process is currently
at a certain crossroad where it decides on its next direction. The most common are two basic
alternatives, namely the continuation of the previous trends of globalization following the
previous stage of the so-called hyper-globalization (or globalization 3.0) and its further
development into the next, higher stage of globalization 4.0 (following the new phase of the
Industry 4.0). (Civin 2017). An alternative is an opposite process, indicated by current
tendencies called as deglobalization. Even this process can not be considered linear, the reality
of current developments shows some of its possible variants, which are to some extent promoted
by global developments - one is increasing protectionism leading up to a certain degree of
autarkarisation of economies that are currently experiencing a strong response among citizens
and some political movements in a number of countries. Another alternative may be the
continuation of the modified form of globalization on the basis of the creation of a new
multipolar regional structure of the global economy (with the dynamic emergence of China or
other countries) where its poles will develop towards intense interconnection primarily on a
regional basis within the old regions (EU, North America) accompanied by expansion in regions
with new centers of economic development and their satellites in Asia, Latin America and
Africa.

Also, the more radical changes brought about by this new stage of the industrial revolution,
which could trigger even more fundamental changes in the model of socio-economic
development (Laudicina, Peterson, 2016), such as the transition to a shared economy and
inclusive growth based on alternative ways of economic and social development, and the
distribution of its results like: sustainable development, guaranteed unconditional income, the
promotion of fair trade principles into the practice of international trade, etc. It can bring also a
focus on reforming the international monetary and global financial system, decentralizing
energy distribution infrastructure systems, reducing the volume of global value added chains,
returning to food self-sufficiency at a regional level, etc. However, the implementation of this
alternatives can be expected to be a slow long-term development focusing on gradual
evolutionary changes of the current system, or as a way out of deep structural crises or even
extensive systemic collapse that can occur in the global economy (eg, Civin, 2017).

The processes of digitization and its consequences will be important for the further direction of
globalization and financialization at the microeconomic level. Their dynamics will lead to the
expansion of innovation in the financial sector as well as the implementation of fundamentally
new business models (such as digitization, robotics, artificial intelligence, the internet of things,
etc.). The current strategic technological innovation in this sector linked to digitization, which
will largely determine its further functioning at a global level, can in particular be seen as an
increase in the systems of so-called real-time payments, distributed accounting books, the
integration of fintech and telecom corporations into the financial system, but also the big data
mining that financial institutions have, etc. These tendencies, however, will not only lead to the
development of the financial system, but may potentially disrupt existing models of its
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functioning so far, not only in developed countries but also in a number of developing and
emerging countries (Wyman, 2015).

Other impacts include the expected decline in the profitability of various financial instruments,
which will influence the orientation of capital flows in the area of financial investment. Factors
that have led to a high return on financial investment over the past thirty years have weakened
and even reversed, which may lead to changes in investor behavior and a decline in interest in
this type of investment. (McKinsey Global Institute, 2016).

An important determinant of the further direction of financialization will be the social question,
namely, the unequal distribution of wealth in the world, both in the international and national
contexts. In terms of changes in the financial sector, two new concepts of the operation and
management of financial corporations and banks can be expected. One, basically representing
the continuation of classical management aimed at maximizing shareholder value, but with the
transition from a focus on short-term goals to the long-term ones and so-called sustainable value
of the firm. The second will be to move away from this narrowly targeted ownership strategy
to the stakeholders value, i.e. the benefit to all stakeholders involved in the business of
corporations, not just owners, and top management, but also employees and clients of banks
and a substantially wider, all-society external environment.

The next direction of macroeconomic financialization will be determined by the reform of the
international monetary system associated with the modification of the functioning of the
monetary systems within the economies, which is associated with the further functioning of the
system of fractional reserves banking or the search for its replacement, eliminating its serious
shortcomings as the financial sector hypertrophy, the huge growth of speculative trading on
world financial markets and so on. It also applies to the solution of traditional topics of monetary
theory, such as gold remonetization, or its substitution through the use of basket currencies, the
introduction of cryptocurrencies, the creation of a single global currency, the regionalization of
international monetary systems or other alternatives to the current system. These reforms should
bring a reduction in the volatility of financial markets, the consolidation and stabilization of
global monetary relations, and the elimination of their existing asymmetry based on the
exclusive status of some national currencies.

Future developments of financialization at the macroeconomic level will be influenced by the
choice of fiscal policies in countries that obviously require major changes and where
contradictory trends can also be expected. On the one hand, the continuation of the
unsustainable model of government indebtedness, typical of the development of the public
finances of most of the advanced economies. This trend suggests, for example, approaches by
the new US administration aimed at tax reform, increasing arms spending, deregulation of the
financial sector of the economy, etc.

On the other hand, efforts are under way to move towards sustainable public finances (public
budgets prudentiality and sustainability), focusing on different paths of reducing deficits and
total debt to public finances (eg combating tax evasion and paradise, banning banking secrecy
and increasing transparency of the banking sector, separating the financial sector from public
finances and creating their autonomy in case of market failures or systemic crises as a result of
macro-prudential approaches in regulation and supervision), which would also lead to a
decrease in trading volumes of various sovereign debt instruments. From the perspective of
other policies that may be expected in the future, efforts can be made to curb excessive
financialization, coupled with modifications of fiscal and monetary policies of states and central
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banks, efforts to regulate excessive monetary and credit expansion, promote financial sector
autonomy on public budgets in cases of failure.

Conclusions
Looking at the future of financialization in the context of the further development of the global
economy, its partly independent development can be expected from the wider process of
globalization. It will be due to in particular the technological development of the digital
economy and its broad application in the financial services sector in the near future. The essence
of the problem of financial hypertrophy in the global economy, however, does not solve
technical and technological innovation itself. Its solution will require more fundamental socio-
economic reforms of the entire financial system, which have been outlined above. This outline
of the future prospects for financialization shows a number of open issues requiring theoretical
finalization and, in particular, subsequent enforcement into the economic and political practice
associated with financial sector regulation, which is often internally opposed by conflicting
interests of its actors. This is especially about finding and verifying the theses of:
1. The development of new microeconomic financial sector regulation tools allowing for the
positive benefits of innovation associated with accelerated digitization and the handling of
globalization 4.0, while limiting the possibility of emerging yet unpredictable systemic crisis
of a new type.
2. The necessity of limiting the hypertrophy of the financial intermediation sector and its
autonomy from the real economy with the aim of its return to its primary service and the
mobilization of financial resources by diverting from speculative motives and goals in favor of
the material solution of the necessary structural problems of economies at national and global
level.
3. Finding alternative monetary policy options and instruments demonstrating more effective
results than traditional ones, whose opportunities have proved to be ineffective in the post-crisis
period by restoring sustainable development and adequate restructuring of economies.
4. Addressing the issue of the current international monetary system asymmetry, based on the
dominance of some fiat national or international currencies, and developing a strategy for its
transformation, in line with the new expected ways of globalization and financialization
associated to it.
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ENERGY CRISES IN CONTEMPORARY WORD

ANNA CZECH
Abstract

Under the conditions of contemporary world economy uninterrupted supply of energy has
become the most important criterion for the proper functioning of any economy. Currently
energy markets are experiencing many kinds of instability, which disturb conditions of
harmonious economic development of countries that are dependent on imported energy. This
instability may result from various reasons: it may be a result of political games played by
energy producers and resource owners or a result of an increase in demand for natural resources
and global competition in access to them. All this is reflected mostly in higher prices of natural
resources and increasing uncertainty of supply. The aim of this paper is therefore to present the
reasons of energy crises, their consequences and the contemporary areas of instability that have
an impact on global energy market.
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JEL Classification
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Introduction

Contemporary global economy, as well as before the national economy, is prone to crises, both
the origin of endo-and exogenous with respect to the process of management. Downturn, such
as those that took place in 2008-2010, appear unexpectedly, despite extensive analytical
apparatus observers of the global economy, and the depth and extent of sometimes overwhelm
the effectiveness of the remedies held, where it appears the difficulty in preventing them.
Modern crises can be global or partial, or for only certain areas, such as the oil crisis of the early
70s, but can also be limited to a particular country or region, becoming a local crisis. All crises
have, however, consistently negative effects and are destructive to the subject area, and its
related areas. In describing the crisis are used various synonyms, such as disorder, instability,
collapse, threat, fall, destruction, conflict, collapse, catastrophe or disaster. ~ All these terms
have a pejorative connotation, but at the same time do not talk about what happens next -
whether the crisis can be overcome quickly or how far-reaching the consequences will be. The
crisis is therefore first and foremost condition of increasing instability, uncertainty and the
presence of elements of social tension that can lead to uncontrolled by the course of events. It
usually results from a certain event or events that increase the impact of destabilizing the
balance of power in the community, shortages (including eg energy) and difficulties in the
normal development of the economy. No definition of a crisis does not give ready-made tools
that could prevent the development of such a situation, only a conceptual connection with each
separate event, which probably led to a situation, it may in the future serve as a basis for
preventive measures. The purpose of this article is to highlight the sources of energy crises,
their consequences and the modern areas of instability that have an impact on the global energy
market.
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Sources and consequences energy crisis

The economy of the modern state requires energy for normal development. Therefore, any
instability resulting from a breakdown of the process of acquiring, processing and supply of
electricity means the possibility of the emergence of the energy crisis, which probably will be
severely felt by the economy and the population. In other words, this is a situation where the
demand for energy exceeds the capabilities of their delivery. It does not necessarily relate to
the same time a number of economies, lack of energy can handle only certain regions and / or
countries, while others will not feel lack of energy. Moreover, this kind of crisis can be
associated with a deficiency of only one of the energy, as it was already mentioned during the
oil crises, also referred to as energy crises. Can therefore be noted that energy deficiency is seen
as a crisis in the broad aspect, the absence of adequate amounts of energy in relation to the
demand turns into a barrier to economic growth. That barrier may relate to the economic aspect,
which involves, for example, the price of energy and the terms of payment, the technical aspect,
including the lack of proper infrastructure and the wrong state transmission facilities to the
political aspect, related to the use by external energy supplier status to political pressure, and
finally to the environmental aspect of promoting the production of energy from environmentally
friendly media, on the other hand, imposing restrictions on the media causing the emission of
harmful substances into the environment.! In addition, the energy crisis is primarily connected
with what is happening around sourcing, manufacturing and supply. Thus, it becomes the main
source of political action, and to a lesser extent, economic activities, as it did in the 70s and just
as it does today. States rich in energy resources may tend to blackmail recipients prices, terms
of payment and supply stability, and may also require concessions of a religious, ideological or
political. It all makes energy security becomes a major concern not only for a specific state, but
takes on an international dimension.

Energy crises usually have so serious economic consequences, if only because of the increase
in energy prices. The increase is due firstly to the fact that energy resources, particularly oil and
natural gas, are becoming scarce (due to increased global demand for them) and thus more
expensive. Secondly, the increase in prices is also a result of dwindling reserves and,
consequently, the search for new, often difficult operationally, resources, with the expenditure
on the necessary investments to build new connections. Thirdly, the increase in prices of raw
materials and energy in general is also generated by environmental regulations (mainly in the
European Union), which are related to the effects of external sourcing of primary energy and
its impact on the environment. And fourth, the impact on the price of fiscal measures are also
countries that increasingly are aware that energy is good for everyday use and, therefore, require
it and / or final products tax burden. Thus, rising energy prices and cause an increase in energy
prices of other goods and services, which in turn leads to an increase in production costs and,
consequently, to inhibit or weaken economic growth and social discontent. The most negative
dimension of this situation feel underdeveloped countries and those that do not have their own
raw materials. Rising energy prices pose to these countries a significant barrier for economic
growth. Of course, this barrier occurs generally when the actual price increase is sudden and
significant in relation to the preceding period. For example, an increase in oil prices of USD 65
per barrel to $ 78 (i.e. 20%) for four months in 2006 led to the resignation of the implementation

! Por. W. Szymanski, Niepewnos¢ i niestabilno$é gospodarcza — gwattowny wzrost i co dalej? Difin, Warszawa
2011, s. 156-157.
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of a number of contracts.? Even in countries with a high level of development of higher energy
prices leads to a slowdown in economic growth. The consequence of high prices is to reduce
the demand for the raw material, which in turn leads to lower prices, but also to reduce the
production and supply of or deterioration of living standards (eg resignation from the use of the
car or to reduce home heating costs). Thus, although the reduction in demand for energy due to
the increase in prices is part of the return to equilibrium of the market mechanism, and thus
leads to mitigate the energy crisis from the point of view of societies and their economies, the
situation is very negative about the consequences.

Also for exporting energy and for countries with energy resources to reduce demand for energy
as a result of higher prices in the long term can mean a reduction in economic benefits. On one
hand, the energy crisis will be seen by these countries as a source of benefit and development,
for example as a result of the growing importance of the country's political and higher proceeds
from the sale. On the other hand, this situation could turn against him. First, the importers may
restrict the purchase of raw materials due to decreased demand or promote other energy sources,
and secondly, the economy exporting countries can maintain their dual nature is often
understood as the co-existence of well-developed export sector, focused on selling poorly or
not at all processed resources and underdeveloped domestic sector, entangled in income
inequality and social. As these countries rarely engage the raised capital in modernizing the
economy and the creation of modern market institutions, it does not develop its own production
relying heavily on imports of necessary goods and services. Funds allocated for the purchase
of these products end up in the final analysis, the importing countries primary energy, which as
a result of rising energy prices increase the prices of final goods. In this sense, the costs of the
exporting countries' economies will continue to grow.

Rising energy prices result in a changed market situation. So far, the operation uneconomic
deposits become profitable by lowering the threshold of profitability of their production. Thus,
on the market there are new suppliers who increase competition in the energy market. There
are also cost-effective renewable energy sources, which have so far not been developed on a
large scale. Such actions cause so that the energy crisis will eventually be dismissed.
Paradoxically, this does not mean, however, that the price of energy will decrease due to finding
new sources of energy. The impact on this situation will technologies of energy production
from these sources, which are very expensive. Furthermore, changes in the structure of energy
production such as the configuration in which the main source of primary energy is coal, the
one in which the energy is to be obtained from renewable energy sources and nuclear power
plants, is associated with high costs which will be shifted to the final consumers. High costs are
associated, in this case also the development of new energy technologies. Resolve the energy
crisis should therefore not be seen solely through the prism of the return of low prices, but also
to adapt the economy to a new level of energy costs. Hence the task of the state is the use of
such instruments of energy policy to promote long-term energy efficiency of the economy that
is less sensitive to fluctuations in the price of traditional energy sources, and will be largely
self-sufficient.

2 K. Kucinski, wyd. cyt., s. 29.
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Contemporary sources of uncertainty affecting the global energy market
Today, the vast complexity of the political and economic processes is fertile ground for the
emergence of newer and newer and more complex areas of instability. J. Chevalier lists four
main sources of these uncertainties with a crucial impact on the global energy market, and they
are: climate change, economic issues, institutional and geopolitical uncertainty.

Climate issues are related to the emission of harmful substances, in particular CO? from burning
fossil fuels. Most carbon dioxide is produced by burning coal, which is why the EU countries
seek to reduce its energy production. Thus, climate change indirectly cause pressure on the
governments of many countries to increase energy efficiency and reduce harmful emissions by
developing renewable energy sources. Such a policy has mainly the European Union, which
not only requires its members adaptation, but seeks to encourage the governments of third
countries to take similar initiatives threatening in extreme cases, certain economic sanctions. In
the case of Poland, whose economy is based in the predominantly carbon, adapt to
environmental laws (so-called climate and energy package) poses a clear threat to energy
instability. The reason for this is primarily a concern about the increase in energy prices, as the
production of energy from renewable sources is associated with high costs of investment, as
well as Poland does not have such as the Scandinavian countries geographical conditions
conducive to attracting clean energy from rivers. Changes in the structure of energy production
connected with long-term process of adjustment and high cost, however, is probably essential
from the political point of view.

Economic issues are primarily associated with the development of new energy technologies,
and the price of energy commodities that determine the de facto development potential of the
country. It is the access to raw materials and their price depends on the correct and uninterrupted
growth of any economy. The crisis in 2008—-2009 caused a lot of turmoil in the price of oil: it
achieved in 2008, a record high of § 147 per barrel. After a deep, though brief correction, the
oil price dropped to $ 50 per barrel, prices have begun to rise again, to maintain the current
level of around $ 120 per barrel. Such large fluctuations in the price of key raw energy cause
instability in the energy market, which in turn has a negative impact on the energy security by
generating costs that can not always be fork-lifted by the country, and the lack of payment for
imports resulting in the interruption or reduction of oil supplies. However, in the case of new
technology, instability may manifest itself in a lack of resources for their growth or even to
replace the current aging equipment performance, which also implies a negative impact on
safety. New technologies such as energy production from renewable energy sources or the
construction of new power gym require high financial outlay. They are not only expensive, but
also the waiting period for the implementation of such projects is very long, up to 25 years.

Institutional instability associated with the liberalization of the gas markets and electricity. The
uncertainty concerns the changes it intends to implement in the future to the existing forms of
regulation. In the EU, the process of liberalization of natural gas and electricity, has been
appointed by the implementation of the relevant directives. With the adoption of the relevant
legislation in this area in a number of countries have established independent regulatory
authorities, which nevertheless require more stability and experience. The institutional
instability also include environmental issues, which are reflected in a number of legal norms
implemented. The self-realization by governments and by the public impact of pollution from
energy may lead to a gradual imposition of restrictions on the operation of the sector, just as
the gradual depletion of resources.
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Geopolitics of Energy focuses on the balance of power between states and their access to energy
resources. Geopolitical uncertainty is in the fact that a large part of the strategic energy reserves,
such as oil and natural gas are located in only a few countries (see tab. 1). Many of these
countries are periodically experiencing political upheaval, armed conflict as a source of terrorist
activities or to build its position by exerting price pressure on importers of raw materials. This
situation forced to search for new deposits of raw materials and operation of those that have so
far been unprofitable. Many countries have also decided to support the long term development
of indigenous sources of energy, in order to become independent of the will of suppliers. The
geopolitical dimension of energy instability will indeed become even more important due to the
growing global demand for oil and natural gas, the resulting expectations of high economic
growth and consumer sphere.

Table 1: Distribution of the world’s energy reserves® (in % of world reserves)

Oil Reserves | Gas Reserves | Coal Reserves
Venezuela 21,3 Russia 18,3 Unated States 22,6
Saudi Arabia 19,0 Iran 11,1 Russia 14,4
Canada 12,6 Turkmenistan 8,7 China 12,6
Iran 10,8 Kattarrh 8,5 Australia 8,9
Iraq 10,3 Unated States 2,6 India 7,0
Mexico 10,0 Arabia 2,5 Germany 4,7
Saudyjska
Kuwait 7,5 Azerbaijan 2,0 Ukraine 39
Um.t ed Arab 7,0 Venezuela 1,8 Kazakhstan 3,9
Emirates
Russia 5,3 Nigeria 1,8 South Africa 3,5
Libya 3.4 Algeria 1,4 Serbia 1,6

2 includes propen reserves, which recovered with current technology and prices is profitable. Because
of these variables estimates are subject to constant revision.

Sources: own study based on data from World Energy Council (www.worldenergy.org) and CIA World
Factbook (www.cia.gov/library/publications/the-world-factbook/), as of 10.04.2017 r.

Conclusion

The first decade of the twenty-first century has brought sharp increases in energy prices and a
growing instability in the global energy market. This situation was caused by the increase in
public awareness as to the gradual depletion of the world's energy resources, the necessity of
these raw materials and the impact of prices on economic growth, especially growth ambitions
and the importance of countries rich in energy resources, who have seen that they can use their
resources to pressure on consumers. In addition to these factors, geopolitical impact on energy
security have been and still are the climatic factors, social or technical, existing both in
extracting energy resources, as well as in countries importing them.
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COUNTRY RISK FROM THE PERSPECTIVE OF
GOVERNMENT BONDS AND BOND ETFS
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Abstract

Until the debt crisis that resulted from the excessive indebtedness due to necessary rescuing of
financial institutions and fighting against economic recession, countries have been considered
to be reliable borrower. Nowadays the state in general poses as a risk-free issuer no more. This
contribution aims to compare the riskiness of government bonds with lower conservative form
of investment in debt securities, such as bond ETFs, which are designed to track the
performance of selected bond index.
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Introduction

In financial markets, investors are exposed to various types of financial risks. Some risks are
common to all financial instruments, others are specific to a segment of the financial market.
Investors understand risk as the certain deviation of the actual return from the expected return.
In general, higher risk must be compensated by higher returns. These risks can be measured by
subjective or objective methods. It depends from a specific type of risk. In this contribution we
will focus on country risk. Country risk can be understood from several views. Firstly, we can
talk about country risk in relationship with country bonds. Secondly, we can talk about country
risk in relationship with financial markets, including stock, bond, ETF market etc. Country risk
includes political risk, economic risk, financial risk, sovereign risk and transfer risk where
financial risk may include credit risk, liquidity risk, asset backed risk, foreign investment risk,
equity risk and currency risk.

Literatury Review
There are many books that describe the issue of country risk. Fabozzi (2007) describes basic
characteristics and types of bonds, particular risks of the bond market and methods for
evaluating bonds. The problem of bonds related to mortgage loans and various innovations such
as securitized products like CMO, CDO and ABS deserve special attention. Choudhry (2003)
introduces the basic rules of investing on the bond markets. He describes the specifics of
corporate and government bonds. He also describes different risks of the bond market and how
we can measure those risks. In his book, he quantifies the risk with the method of VAR — Value
at Risk. Wagner (2012) carefully sorts through the fundamental principles of country risk
management, adding context with examples from his quarter century as a political risk
insurance underwriter, country risk manager and advisor. Damodaran (2006) focuses on the
quantification of the country risk premium. He describes the reasons why risk premium should
be different in different countries where investors invest. He quantifies the risk spreads on the
bond market, and also on the stock market. He describes various methods for measuring country
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risk, as well as the factors that an investor should take into consideration, when deciding or
choosing the best fitted method for measuring risk. Damodaran also discussed the above issues
in his working paper, Equity risk premiums (2016), which is updated every year.

However, while we mentioned a few monographs which were especially aimed at the study of
the theoretical background of country risk, we need to look at economic journals and current
research problems-working papers. Cantor-Packer (1996) made one of the first studies of
determinants and sovereign credit ratings. They focused on an examination of criteria
underlying ratings and their impact on sovereign borrowing costs. They found that ratings can
be explained by macroeconomics factors like GDP growth, inflation, external debt, income per
capita and the default history. Micu et al. (2006) analysed different types of rating
announcements of rating agencies. They found that credit rating announcements, especially
changes in outlook, have a large influence on CDS spreads. Longstaff et al. (2011) analysed
CDS spread in emerging markets and they found that sovereign spreads are more influenced by
global factors, rather than local factors. Sovereign credit spreads are more related to the US
stock markets than they are to local economic measures. Arghyrou—Kontonikas (2012) also
analysed macroeconomics factors to country risk. They found evidence of contagion effects,
particularly among EMU periphery countries. They divided the EMU debt crisis into an early
and current crisis period. Beirne—Fratzscher (2013) analysed country risk determinants like
public debt/GDP, real GDP growth or current account/GDP to CDS spread in 31 countries.
They found that there is a “wake-up call” contagion, as financial markets have become more
sensitive to countries. Also their model does a poor job in explaining sovereign risk in pre-crisis
period for European economies. Market pricing of sovereign risk could not have been reflecting
fundamentals prior to the crisis. Aizeman et al. (2013) analysed sovereign risk for fifty countries
based on fiscal space and other economic fundamentals. They found out that CDS spreads are
partway explained by fiscal space and other economic determinants. There are more recent
working papers which have focused on contagion effects linked to the European sovereign debt
crisis. Alter-Beyer (2013) and Gross-Kok (2013) examined spillovers and contagion between
sovereigns and banks. Lee et al. (2017) analysed oil prices and country risk. They found that
country risk is significantly affected by oil price shocks, but the impacts were different.

Bond exchange-traded funds are characterized by several advantages compared with purchases
of individual bonds, traditional mutual funds or other instruments providing fixed income
exposure (Mazzilli, Maister & Perlman, 2008). These are benefits in the form of low bid-ask
spreads and low expense ratio as well as comparable profitability of fixed-income indices with
active management tools. Bond ETFs are popular because of their inclusion in the portfolio as
a basic component, larger diversification or in order to conduct speculative trading, strategies
with yield curves and duration management.

Copying accuracy of selected index of fixed-income ETFs tracking both government and
corporate bond index has been investigated by Tang and Xu (2014). Lower performance
deviations are documented at ETF copying government bond indices than at those on corporate
bond indices and, of course, at regular ETFs that at leveraged funds, where tracking error arises,
inter alia, from daily rebalancing. In addition, deviations of fund’s returns from index returns
positively depend on difficulties in ensuring components of underlying indices. All observed
funds exhibit large tracking error and it grows with increasing maturity, what is also confirmed
by results of the study by Drenovak, UroSevi¢ and Jelic (2012), where they investigated 31
European bond ETFs. These funds, on average, outperform their relevant index by around 10 —
27 bps during the observed period 2007-2010 and ETFs with physical replication are in over-
performing more successful.
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Fulkerson, Jordan and Travis (2014) have examined bond ETFs from the perspective of cash
flows and their characteristics. They identify the sense of bond ETF investors for timing of
sales, generating 30 bps of excess return. Fund flows are determined by past returns, expense
ratio, fund size and discrepancies between price of ETFs equities and net asset value of
securities in their portfolios. These deviations, i.e. premiums and discounts, used to maintain
for up to 30 days after day with high or low premiums or discounts (Fulkerson, Jordan & Riley,
2014). Moreover, significantly high discounts, respectively premiums are followed by positive,
respectively negative overnight returns and liquidity poses as important determinant of bond
ETF deviations from effective pricing.

Mahn (2015) considers it very important to know the process of bond exchange-traded and how
the underlying securities, thus indexes, are structured. Nowadays investors amend their
portfolios according to bull trends on the markets and environment with the imminent growth
of interest rates therefore appears the liquidity, costs and transparency of this financial vehicle
as vital.

Aim and Methodology

The goal of this contribution is to analyse the relationship between the government bonds and
government bond exchange trade funds (ETF) in term of risk. For this purpose we will use
correlation analysis, namely Pearson’s correlation coefficient. We will quantify the country risk
of Austria, Italy, France, Spain, Finland and Netherlands in time period from 2000 till 2017.
According to Damodaran (2006) we will measure the country risk by method ,,bond default
spread* also known as default spread or country default spread. This method is more sensitive
to market situation like others. This model (also referred to as equation 1) is simply the
difference between the 10-year bond yields of the risk country and the 10-year bond yields of
the benchmark country (top rating country). For the benchmark country we chose Germany
because of his long-term best ratings and macroeconomic conditions. It should be noted, that
this model can be used only in situation, when both countries denominated bonds in the same
currency.

default spread = bond yield of country X — bond yield of riskfree country (1)

Similarly, we quantify the spreads between monthly returns of individual government bond
ETFs and returns of German government bond ETF. Each of these funds is provided by
BlackRock under the appropriate designation iShares Government Bond UCITS ETF that is
designed to track relevant Barclays Treasury Bond Index with bonds of various remaining time
to maturity of minimum one year in its portfolios. In order to investigate the correlation between
default spreads of government bonds and return spreads of exchange-traded funds we analyse
the data from observation period June 2012 — March 2017, because we have been constrained
by inception dates of ETFs. In this paper, we used data on monthly basis from different
databases. We used mathematical and statistical methods to compile acquired data. We
processed the data from the Eurostat database and available sites, www.morningstar.co.uk,
www.finance.yahoo.com, www.tradingeconomics.com and ec.europa.eu/eurostat along with
the ECB published data on www.ecb.org.


http://www.ecb.org/
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Results

In the figure below we can see country default spread for selected countries in the time period
from 2000 till 2017. During this period we could see several important financial events. First
of all we can talk about dot.com bubble from late 90s. This bubble was related to companies
associated with the internet. Dot.com caused a huge losses in the stock market, however,
spreads in the 2000s showed low volatility. During a crisis like this, investors demand “safe-
haven” assets like gold or bonds. This demand causes the bond yields to fall. The bond yields
of our countries fell, but those movements had the same trend in every country. About default
spread we talk in a situation, when bond yields of countries move in different ways or level.
Until 2008 the spreads do not show much volatility and investors do not make any differences
between countries. Another case of crisis was the mortgage crisis in the US market in 2008.
The source of this crisis was the fact that US banks provided mortgages to risky clients.
Subprime mortgages are a kind of mortgages, when the borrower is very risky. Because of
factors like level of integration, globalization and specific relationships among financial
institutions of different countries, crisis from US became a worldwide crisis. In the first half of
2008, we saw the growing spreads of government bonds. From 2008 government debts of our
countries increased by considerable level. Another shock came in 2010. From this year we see
enormous rising spreads. In years 2010-2013 many countries were forced by the financial crisis
from 2008 to spend a significant amount of money to support the economic recovery.

Figure 1: Default risk spreads (in bps) in selected countries between 2000 and 2017
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Source: own processing, data extracted from ec.europa.eu

Government bonds vs. government bond ETFs
If we look at government bond ETFs of selected European countries that have a wide range of
treasury bonds in their portfolios and compare them with individual government bonds, we
could expect that there is some relationship between their risk spreads. However, we only
identify significant correlation for three countries (see Table No. 1), namely for Austria, Italy
and Spain, but countries with highest default spreads, thus Italy and Spain, exhibit only a weak
positive correlation.
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Table 1: Correlation between default risk spreads and return spreads of government bond

ETFs
Critical value
(5% level of
Correlation coefficient | T-statistic significance)

Austria 0.405 3313

Finland -0.001 -0.011

France 0.212 1.626 1673

Italy 0.292 2.280

Netherland 0.063 0.469

Spain 0.294 2.306

Source: own processing

Spreads between ETFs returns of these three countries and returns of German government bond
ETF are shown on the graph (see Figure No. 2). On the one hand, in the case of countries with
higher default spreads there appear higher return spreads of exchange-traded funds. On the other
hand these spreads tend to exhibit higher volatility and they get considerably into negative
values and it means that such funds generate lower yields than German government ETF.
Moreover, we document that despite the recorded growing default risk spreads of government
bonds in recent times (see Figure No. 1), return spreads of exchange-traded funds get negative
values more and more often (see Figure No. 2). Based on these findings we can conclude that
in the case of government bonds of more risky countries investors should choose investments
in the form of individual government bonds rather than to buy treasury bond exchange-traded
funds.

Figure 2: Government bond ETFs’ return spreads of selected countries from June 2012
to March 2017 (in percentage points)

0,06
0,05 \

0,04 A |
0,03 \

002 ||
001 A\ [ A
0,00 | /A\ /AV

_0’0?62 12 12720124 06/2013

-0,02 :
0,03 '
-0,04

Austria Italy —— Spain

Source: own processing, data extracted from www.finance.yahoo.com

Conclusion
Since the beginning of the global financial crisis, the credit risk of several countries has clearly
increased, causing a significant growth in default spreads, as higher risk should be compensated
by higher returns. Currently, there are a number of exchange-traded funds on the market, which
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are nowadays becoming one of the most popular financial instruments that invest in government
securities. Although we also document higher return spreads of ETFs for countries with higher
default risk spreads across countries, we do not identify critical correlations between these
categories within each country. Moreover, the trend of their latest developments shows that it
is more suitable for investors with higher propensity to risky instruments to buy individual
government bonds rather than government bond ETFs.

Acknowledgement
This contribution is the result for the project VEGA (1/009/17) “The making of the Capital
union in Europe and its impact on individual member counties

References

AIZENMAN, J., HUTCHINSON, M., JINJARAK, Y. What is the risk of European sovereign
debt defaults? Fiscal space, CDS spreads and market pricing of risk. In Journal of
International Money and Finance. 2013. Vol. 34, p. 37-59.

ALTER, A., BEYER, A. The Dynamics of Spillover Effects during the European Sovereign
Debt Turmoil. ECB Working Paper No. 1558.

ARGHYROU, M. G., KONTONIKAS, A. The EMU sovereign-debt crisis: Fundamentals,
expectations and contagion. In Journal of International Financial Markets, Institutions
and Money. 2012. Vol. 22, no. 4 p. 658-677.

BEIRNE, J., FRATZSCHER, M. The pricing of sovereign risk and contagion during the
European sovereign debt crisis. In Journal of International Money and Finance. 2013.
Vol. 34, p. 60-82.

CANTOR, R., PECKER, F. Determinants and Impact of Sovereign Credit Ratings. The Journal
of Fixed Income, 1996. Vol. 6(3), p. 76-91.

CHOUDHRY, M. The bond and money markets: strategy, trading, analysis. Boston:
Butterworth-Heinemann. 2003. ISBN 0-7506-6078-3.

DAMODARAN, A. Damodaran on valuation: security analysis for investment and corporate
finance. Hoboken, NJ: John Wiley & Sons. 2006. ISBN 978-04-717-5121-2.

DAMODARAN, A. 2016. Equity Risk Premiums (ERP): Determinants, Estimation and
Implications — The 2016 Edition (March 5, 2016). by Aswath Damodaran : [online]
[Accessed 25 April 2017]. Available at SSRN:
https://papers.ssrn.com/sol3/papers.cfm?abstract 1d=2742186

DRENOVAK, M., UROSEVIC, B. & JELIC, R. European Bond ETFs: Tracking Errors and
the Sovereign Debt Crisis. European Financial Management. 2012, Vol. 20 (5), p. 958-
994. ISSN 1468-036X.

FABOZZI, F. J. Bond markets, analysis, and strategies. Upper Saddle River, NJ: Pearson
Prentice Hall. ISBN 0-13-198643-0.

FULKERSON, J. A., JORDAN, S. D. & RILEY, T. B. Predictability in Bond ETF Returns.
The Journal of Fixed Income. 2014, Vol. 23 (3), p. 50—63. ISSN 1059-8596.

FULKERSON, J. A., JORDAN, S. D. & TRAVIS, D. H. Are Bond ETF Investors Smart? The
Journal of Fixed Income. 2015, Vol. 24 (4), p. 60—-83. ISSN 1059-8596.

GROSS, M., KOK, C. Measuring contagion potential among sovereigns and banks using a
mixed-cross-section GVAR. ECB Working Paper No. 1570.



51

LEE, Ch. et al. Dynamic relationship of oil price shocks and country risks. Energy Economics.
2017.

LONGSTAFF, F., et al. How Sovereign Is Sovereign Credit Risk?. In American Economic
Journal: Macroeconomics. 2011. Vol. 3, no. 2p. 75-103.

MAHN, K. D. Fixed-income indexes and ETFs. The Journal of Index Investing. 2015, Vol. 5
(4), p- 63—70. ISSN 2154-7238.

MAZZILLI, P. J., MAISTER, D., & PERLMAN, D. Fixed-Income ETFs:
Over 60 ETFs Enable Portfolios of Bonds to Be Traded Like Stocks. A Guide to
Exchange-Traded Funds. 2008, Vol. 2008 (1), p. 58-73. DOI: 10.3905/etf.2008.1.58

MICU, M., REMOLONA, E., WOOLDRIDGE, P. 2006. The Price Impact of Rating
Announcements: Which Announcements Matter? /n SSRN Electronic Journal. 2006.

TANG, H. & XU, X. E. Tracking Performance of Leveraged and Regular Fixed-Income ETFs.
The Journal of Fixed Income. 2014, Vol. 23 (3), p. 64-90. ISSN 1059-8596.

WAGNER, D. Managing Country Risk: A Practitioner’s Guide to Effective Cross-Border Risk
Analysis. New York: Productivity Press, 2012. 978-1-4665-0047-1.

Contacts

Ing. Michaela Dorocékova

Department of Banking and International Finance
University of Economics in Bratislava
Dolnozemska cesta 1

Bratislava 852 35

Slovakia

michaela.dorocakova@gmail.com

Ing. Patrik Slobodnik

Department of Banking and International Finance
University of Economics in Bratislava
Dolnozemska cesta 1

Bratislava 852 35

Slovakia

patrik.slobodnik@gmail.com



52

CONTRIBUTION OF THE EU COHESION POLICY
TO THE COMPETITIVENESS OF REGIONS
OF THE V4 COUNTRIES THROUGH PROMOTING
INNOVATION AND ENTREPRENEURSHIP

MALGORZATA DZIEMBALA
Abstract

Several different factors determine the competitiveness of the regions, also depending on the
developmental strategy adopted by the regions. Entrepreneurship and innovation, closely
interrelated, constitute the key factors in determining their competitiveness. These factors are
supported with financial resources under the cohesion policy in the countries of the Visegrad
Group. It is claimed that the entrepreneurship potential of the V4 countries continues to be
insufficient, reflected in the interregional disparities, which affects the competitiveness of these
territorial units. Cohesion policy fulfils an important role in encouraging these policies in the
V4 countries. The main purpose of this article is to present the role of entrepreneurship and
innovation in the creation of regional competitiveness as well as to discuss the regional
entrepreneurship potential of the V4 countries. It is also to indicate the significance of the
cohesion policy funds in the promotion of competitiveness and innovation within a given group
of countries, in particular in the perspective of 2014-2020.
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Introduction

Currently, strong competition is the factor which challenges European regions to a great extent.
These territorial units are considered to constitute the key areas where equally the economic
growth and prosperity can be observed [20, p. 1]. The interregional competition is currently
highly affected by the need to create optimal conditions for investors, comprising a particular
combination of factors already existing in the region or the ones that are to be made. As it has
been emphasised by Porter, in his attempt to identify the cluster, the competitive advantage is
closely connected with factors existing outside the enterprise — with the location, affecting the
efficiency of production factors use as well as its improvement [25, p. 246, 261]. However, the
regional competitiveness should also be associated with the creation of favourable conditions
for the region inhabitants, thereby ,,regional competitiveness is the ability of a region to offer
an attractive and sustainable environment for firms and residents to live and work™ [7, p. 4].
Therefore, the environment, being improved in a sustainable manner, should promote the
activities of entrepreneurs to develop and undertake new actions as well as to initiate innovative
solutions, and establishing the particular stimulating entrepreneurship entrepreneurial
ecosystem within the region. The regional competitive advantage is shaped in relation to
numerous distinctive factors, with specified development strategies being implemented at the
same time.
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In the context of the ongoing discussions, among all the factors determining the regional
competitiveness, the particular attention should be drawn to entrepreneurship and innovation,
which are interconnected. The entities, entrepreneurs, local communities, innovative
environments occurring within the region, are incorporated in particular relationships,
and the region itself can be referred to as entrepreneurial and competitive, which is greatly
dependent on the economy as well as on the regional community [17, p. 18].

Entrepreneurship and innovation are supported in the Visegrad Group (V4) countries with
financial resources under the EU cohesion policy. It is maintained that the entrepreneurial
potential of the V4 countries continues to be insufficient and low, which is generated by the
existing interregional disparities, and that in turn highly affects the competitiveness of these
territorial units. Cohesion policy fulfils an important role in encouraging these policies in the
V4 countries.

The main objective of this article is to present the role of entrepreneurship and innovation in
the creation of regional competitiveness as well as to discuss the regional entrepreneurship
potential of the V4 countries. It is also to indicate the significance of the EU cohesion policy
funds in the promotion of competitiveness and innovation within a given group of countries, in
particular in the perspective of 2014-2020.

1. Some considerations on factors determining the contemporary regional

competitiveness
Nowadays, competition takes place not only between countries, enterprises, but the
"competition space" is also comprised by spatial units — regions [3, pp. 4-5], which demonstrate
different ability to meet its implementation, and that in turn is manifested in the existing
diversities. =~ Regions compete with one another to attract investors by creating
the appropriate conditions to conduct and carry out economic activities. Regional
competitiveness is closely identified with "the ability to produce goods and provide services
which meet the demands of international markets and concurrently are able to generate a high
and sustainable income level” [9, p. 75], as well as to be associated with a relative high level of
productivity [9, pp. 75-76]. The ability to increase this competitiveness is strictly connected
with the prosperity of territorial units. However, a great attention should be paid to the source
of regional competitive advantage as well as to its creation. The common characteristics of the
regions and the ones typical for each of them can also be related to the regional externalities as
well as by referring to the resources, which affect the enterprises directly, and the competitive
advantage of the region indirectly, associating them with the so-called soft externalities [21, pp.
3-5]. A list of various factors determining the competitiveness of particular territorial units,
which are significant for regional development, has been enumerated [29], and of which the
meaning is stressed with reference to relevant regional development theories. These factors can
be subcategorised to the following groups: infrastructure and accessibility, human resources,
production environment [20, pp. 2-4-2-14; 2-32].

The importance of individual factors (sources of regional competitiveness) is differentiated,
mainly because currently more attention is paid to the ongoing shift from development factors
(locational) to innovative ones, from hard to soft, immaterial ones, among which human capital
and knowledge being the most greatly attributed, and from the functional to cognitive approach
[4, pp. 8-9]. The incidence of "old" and "new" location criteria is indicated, stressing the
quantitative criteria, which have been replaced by those of qualitative nature [12, pp. 12-17].
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The unique set of factors — regional assets and existing potential, affects the diverse growth
potential of the regions as well as the adopted path of development of particular territorial units
and it is associated with territorial capital. The territorial capital is defined as "a set of localised
assets — natural, human, artificial, organisational and cognitive ones — which constitute the
competitive potential of a given territory" [5, p. 1387], thus when being linked with territorially
immobile and/or poorly mobile assets, both of material, immaterial, public and private nature,
it constitutes a framework for discussions not only on regional development but also on
causative agents of innovation. The role of this capital is to enhance the efficiency and
productivity of the existing activities in regions. Consequently, it includes the initial factors as
well as the driving force. Therefore, in this respect the particular components of this capital are
identified, among them human capital being mentioned, which is determined by
entrepreneurship, creativity, private know-how, co-operation networks of tangible and
intangible assets reflected among others through strategic alliances in R&D, by relational
private services and agglomeration [5, pp. 1385-1390].

Regions compete among one another relying on diverse factors depending of the adopted
development strategy, which simultaneously determines their competitiveness. Regions may
adopt the so-called "low road strategy" basing their advantage on cost factors. Therefore,
competition, which is founded on low wages, docile labour, low taxes or a varied amount of
subsidies — still continues to happen. Territorial units implementing this strategy create their
competitiveness by focusing on traditional factors, related to among others land availability,
work resources, infrastructure or the location-determined factors. Regions may decide to adopt
both the more challenging development strategy to perform, referred to as ,,high road*, and the
policy which is based on the promotion of entrepreneurship and technology-based economic
development (the example of which is Silicon Valley). In such regions, the highly-skilled and
qualified employees tend to be more venturesome. It must be noted though, that the adoption
of the former strategy makes it difficult to adopt the latter one [19, pp. 1104-1112].

Regions, due to their productivity, and thus to their competitiveness, concurrently indicating
the factors on the basis of which their advantage is being shaped, may be sub-classified to the
following types: region as production sites - of low dynamic range, relying on traditional factors
(covering the low to medium income region range), which attract low-cost production; other
ones are: regions as sites of increasing returns, encompassing the high growth regions, which
determine the following key factors: employee skills, inter-firm division of labour, the effects
of the market size as well as the suppliers’ availability. On the other hand, regions as hubs of
knowledge are characterised by a high level of both R&D, entrepreneurship, start-ups creation
and patent activity [20, pp. 2-38-2-40].

Therefore, a question arises about the direction and the choice of such factors, which will enable
the creation of long-term development strategy of a particular region, in the times of great
change and turbulence, in which innovation is significantly valued. This also includes the
choice of proper specialisation based on the existing regional resources, selecting the right
activities which will shape the competitive advantage of the region and thus of smart regional
specializations [10]. They are, in fact, to improve the competitiveness of the regions in the long
run, concurrently supporting their development. In this respect, competitiveness may be
defined as "the difference in the rate of economic development across regions and the capacity
and capability of regions to achieve future economic growth relative to other regions at a similar
stage of economic development” [16, p. 2].
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Today, in the era of the intensifying competition, the attention should be paid to innovation as
well as entrepreneurship, of which the importance is greatly emphasised by the European
Commission, and which also underlines the contribution of SMEs to economic growth [9, pp.
95-113]. Entrepreneurship is essential for generating the economic growth [2, 28] as well as for
stimulating regional competitiveness.

2. Entrepreneurship and innovation in regions
Entrepreneurship constitutes an important factor in enhancing competitiveness of regions by
affecting this competition and it is closely related to innovation. This results from the nature of
the enterprise connected with "the process of planning, organising, conducting business
activities as well as running the risk related to it" [13, p. 311]. The Green Paper clearly specifies
that entrepreneurship should be associated with creativity and innovation.

It is closely related to the motivation of individuals as well as to their potential, which enables
them to identify specific capabilities and their implementation manner, which should allow
them to be economically successful. It refers to entrepreneurs, who are ready and willing to
run the risk, and who are striving for independence and self-realisation [8, pp. 5-6].
The entrepreneur is therefore an entity, which may support the development of innovative ideas,
and concurrently be responsible for their creation, distribution and application [23, p. 11].
Therefore, one of the features the entrepreneur must possess should be the propensity to take
economic risks while being prepared to bear failure.

Three characteristic features of entrepreneurship may be distinguished: the turbulent and
dynamic process, related to the fact that enterprises expand, develop, as well as fail. Another
of those features involves innovativeness, the already indicated one, associated with
the introduction of new products, services and technology to the market. This is the result of
the emergence of new opportunities as well as the need to meet the demand. Another feature
regards the size of the control process undertaken by the entrepreneur, being the owner at
the same time. The significance of local factors for the entrepreneurship development as well
as the importance of the entrepreneurship ecosystem are being emphasised [23, pp. 42-46].

According to OECD, entrepreneurship is the result of favourable framework conditions, well-
designed and developed governmental programmes, which have been properly targeted. The
already formed, supporting cultural attitudes are regarded to be another important factor, since
they affect, among others the desire to co-operate with other enterprises [23, pp. 12-14].
According to Nijkamp, the following driving forces of the entrepreneurship may be indicated:
personal motivations, social environment (so-called social milieu) as well as the external
business culture [22, pp. 398-400].

Entrepreneurship in territorial terms is differentiated, among others the concentration of
enterprise activities in large urban areas takes place, which is in opposition to the situation in
rural areas. Enterprises cumulate in clusters, the incidence of which is determined by a variety
of factors, different in various regions [23, p. 26]. It must be noted that the potential of the
individual regions as regards the creation of new enterprises together with their development is
diverse. Therefore, the following three dimensions of the environment are implied, which are
to favour entrepreneurship and are related to: industrial structure, organisational structure and
business climate [18, pp. 125-129]. The existence of regional disparities within the formation
of new enterprises is considered to derive from the following factor groups: entrepreneurial
personality, intergenerational transmission of entrepreneurship. Education, choices and
experiences gained in the course of a professional career, including previous employment in a
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small enterprise or operating in the environment widely promoting self-employment, they all
generate a greater propensity to set up companies [11, pp. 945-946]. It is possible to distinguish
between the "old" entrepreneurship of the region, which is deeply rooted in the past, being the
core of the regional economy and the new one, which is closely related to creative and
innovative activity and new economy [ 17, p. 22]. Business environment as well as networks are
significant, as it is indicated by Porter, since the quality of business environment affects the
efficiency of companies [25, p. 262]. Further considerations will focus on the analysis of the
Visegrad Group regional entrepreneurship.

3. Entrepreneurial potential of the regions of V4 countries

The progressive process of economic transformation in the V4 countries has always been
associated with the change of conditions for enterprises operation, concurrently affecting the
entrepreneurship development in this group of countries. The Regional Entrepreneurship and
Development Index (REDI) has been applied to analyse the regional situation of this group
countries within the entrepreneurship and its use potential. 3 subindices have been included
within this indicator, such as entrepreneurial attitudes, entrepreneurial abilities and
entrepreneurial aspirations. They comprise a total of 14 pillars - factors grouping the specified
variables (individual and institutional). The first subindex: entrepreneurial attitudes is related
to among others the approach of inhabitants of particular regions concerning entrepreneurship,
both including the perception of business opportunities, the skill for start-ups, the understanding
of risk, social capital, cultural support and partially reflecting the regional system of business
acumen. On the other hand, the subindex of entreprenecurial abilities is associated with an
entrepreneur's characteristics as well as with the high-potential start-up. The last of the
subindices — entrepreneurial aspiration refers to the activity strategy [26, pp. 36-38].

If the measurement of the development was to be the GDP/capita rate, the links between the
REDI and regional development could be observed. The regions of richer countries come top
in rankings in view of REDI than the regions of southern Europe including such countries as
Greece, Italy, Portugal, Spain, among which the region of Greece comes the lowest in terms of
entrepreneurship [26, p. 51]. The best region in terms of entrepreneurship out of 125 regions
covered by the REDI ranking was the Danish region: Hovedstaden, including Copenhagen and
then respectively: London, Ile de France and Stockholm. The lowest ranking place - the three
last ones were occupied by 2 Romanian regions and 1 Greek one [26, pp. 53-54].

Therefore, what is the potential of the V4 countries with regard to the entrepreneurship? Out of
the 18 analysed regions of the V4 countries (the analysis included 6 Polish regions of NUTS 1,
Czech Republic as a whole country, 7 Hungarian regions of NUTS 2 and 4 Slovak regions of
NUTS 2) with Bratislava occupying the highest ranking position (68 one) followed by the
Czech Republic. The remaining analysed regions of the V4 countries were classified as the ones
characterised by a very low entrepreneurial potential with Hungarian regions being attributed
with the lowest levels of this index (table 1).

The k-average clustering of the regions has enabled to identify 5 main groups out of which the
first one comprises of "the most entrepreneurial regions", whilst the last one — the regions of
the lowest enterprising level, and it has shown that only Bratislava could be classified
in the third of the EU regional groups. On the other hand, the regions of the V4 countries have
been included within the fourth, most numerous group, which contained Czech Republic, all
Polish regions as well as the Hungarian region coming 99 in the ranking, some of German
regions, mainly of former Eastern Germany, as well as Spanish, Italian and Croatian ones. The
remaining Hungarian and Slovak regions have been classified as regions of the lowest
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entrepreneurial potential, together with Greek, Portuguese, Romanian and 2 Italian regions [26,
p. 55].

Table 1: The REDI classification of regions of the V4 countries and their stages of

development
The regional Entreprene
classification by Entrepreneurial urial Entrepreneurial
development stages REDI attitudes abilities aspirations
according to GDP/per °
capita* =
= B8] 2| & 2| 3| = ;

Region & R > R~ > ~ > &
Bratislava Region > 68 44.0 494 54 50 60 54.4 35

all regions at stage 2,

except for Prague - 5,
Czech Republic Jihovychod - 3 80 37.0 29.5 104 21.5] 107 60.1 24
Region Potudniowo- | dolnoslaskie - 3,
Zachodni opolskie - 2 86-88 36.1 39.7 71| 18.7| 112 50 48

16dzkie - 2, mazowieckie
Region Centralny -4 86-88 36.1 40.4 70 20| 111 48 51

malopolskie - 2, §laskie -
Region Potudniowy |2 92 34.1 38.5 75| 164| 114 474 55

kujawsko-pomorskie - 2,

warminsko-mazurskie -1
Region Pénocny pomorskie - 2 90 33.2 39.7 72 12| 124 479 52

wielkopolskie - 2,

zachodniopomorskie —
North-West Region | 2; lubuskie - 2 96 323 383 79| 124] 123 46.2 63
Kozép- 4
Magyarorszag 99 314 30.2 102 | 31.8 93 32.1 101

lubelskie - 1,

podkarpackie - 1,

swigtokrzyskie - 1, 105-
Region Wschodni podlaskie - 1 106 29.2 36 90| 13.7] 121 38 81
Zapadné Slovensko 2 110 25.8 21.9 111 16| 117 394 77
Stredné Slovensko 2 111 24.9 22.1 110 15.6] 118 36.9 85
Vychodné 2
Slovensko 112 24.5 20.5 117 13.6] 122 39.3 78
Dél-Dunantul ! 113 23.8 222 109| 24.2] 100 25 117
Eszak-Magyarorszig ! 115 224 19.3 122 | 243 99 23.6 118
K6zép-Dunantul 2 117 22.0 20.7 116 239| 101 21.3 123
Nyugat-Dunanttl 2 118 21.5 214 113 | 254 98 17.7 125

1 119-

Eszak-Alfsld 120 214 20 119| 234] 104 20.9 124
Dél-Alfold ! 121 21.0 20 120| 20.1] 109 23 120

*regions have been classified according to GDP/per capita EU=100, the average 2012-2014, stage 1:
<50, stage 2: 50-75, stage 3: 75-90, stage 4: 90-110, stage 5: >100
Source: Own study based on: [26, pp. 53-54, 57-59; 27; 1, p. 16]

As the analysis indicates, most of the analysed regional groups have been classified to groups
1 and 2, namely the groups of the lowest development stage, where the cost factors play an
essential role. As a consequence, the question about the causes of such a relatively low position
of the V4 countries in the ranking could be raised, and, as a result of the considerations, this is
to some extent associated with entrepreneurship development in the regions of the V4 countries.
Consequently, further considerations focus on the analysis of particular pillars (factors) of the
index. The Czech Republic was excluded from the analysis, due to the lack of data.
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Figure 1: Entrepreneurship of regions of Poland in the view of REDI individual factors
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The analysis of Polish regions with respect to entreprencurship indicates that the least
favourable results within the particular enterprising factors have been demonstrated by the East
Region including the most poorly developed Polish provinces (fig. 1). It was noted that the
greatest weakness of Polish regions is unsatisfactory situation within the entrepreneurial ability,
in particular with regard to opportunity start up, technology absorption as well as competition,
which altogether contribute to the existing entrepreneurial limitations. The attention must be
paid to human capital, since only in the central region the situation is satisfying in relation to
the remaining Polish regions. In terms of product innovation, the situation is relatively
favourable in all regions, except for the eastern one. Additionally, within the scope of financing
the situation is satisfactory except for Central and Eastern regions [see: 26, pp. 108-109].

Figure 2: Entrepreneurship of regions in Slovakia in the view of REDI individual factors
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Out of the four analysed Slovak regions, only Bratislava is stated to have reached relatively
good results within the particular factors which determine the enterprise profile (fig. 2). Weak
results have been achieved within the scope of cultural support, it being an essential constraint,
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as well as within risk perception, opportunity start up and competition. Only except for
financing have the remaining regions of Slovakia reached low results within the respective
factors determining entrepreneurship [see also: 26, p. 111].

Figure 3: Entrepreneurship of regions of Hungary in the view of REDI individual factors
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The Hungarian regions are seen to have achieved the lowest indicators within the
entrepreneurship, with only one region K6zép-Magyarorszag being distinctive in terms of start-
up skills. Among the problematic areas of these regions cultural support should be greatly
emphasised.

However, the analysis in the regions would be incomplete without the consideration of the
entrepreneurship in respective countries as a whole being taken into account. The situation is
demonstrated by Global Entrepreneurship Index 2017 [6] in the view of which Poland has been
ranked 31, Slovakia 31, Czech Republic 40 and Hungary 47.

4. EU cohesion policy in support of entrepreneurship and innovation in the V4

countries
The V4 countries, together with their regions, have benefited from financial aid under the
cohesion policy for the period of 2007-2013. In the Czech Republic, the support for innovation-
based growth of enterprises in the years of 2007-2013 originated from Operational Programme
Enterprise and Innovation to which the allocation of EU funds amounted to 3.5 billion euro. In
Hungary, the EU funds were oriented on the Economic Development Operational Programme
of the New Hungary Development Plan as well as on Competitiveness and Innovation
Framework Programme. In Poland, entrepreneurship was supported by the Innovative
Economy Operational Programme 2007-2013 with 8.25 billion euro of the EU allocation [24,
pp. 56, 68, 90, 94].

The volume of the total EU support in 2014-2020 for research and innovations in EU-28 from
the ERDF (European Regional Development Fund) and EAFRD (European Agricultural Fund
for Rural Development) has jointly amounted to over 43 billion euro with 94% of it, i.e.,
41.1 billion, will originate from the ERDF. The largest allocation for R&D has been granted to
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Poland, over 8 billion, since it is the main beneficiary of the cohesion policy. These figures do
not include the national co-financing, which will increase the amount of expenditure
and will amount to 10 billion euro for Poland, 4.2 billion euro for Czech Republic, 3.1 billion
euro for Slovakia and 2.6 billion euro for Hungary. However, the significance of this support
varies among the V4 countries, since the total share of EU support for R&D is the highest in
Slovakia, constituting 12%, whilst the highest share among all EU countries is taken by the
Netherlands, 19.2%.

The EU support is also granted for the SMEs’ competitiveness, which will be backed with over
63 billion euro, and which will originate from the ERDF (52.1% of total allocation, i.e., 33.2
billion euro), from the EAFRD 43.8%, and from the EMFF (European Maritime & Fisheries
Fund) 4.1%. As far as the percentage funds orientated on the support of this sector, it is greatly
significant in Hungary and Poland. However, in relation to other countries the highest one was
in Portugal: over 24.1% of this sector allocation will be granted in the years 2014-2020, in
Luxembourg 21.3%, and in Slovenia 20.3%.

A particular attention must be paid to the volume of support for educational and vocational
trainings in the EU-28 on which 34.5 billion euro from the EU funds have been allocated, with
27 billion euro (78.6%) will originate from the ESF (European Social Fund), whilst the
remaining aid will come from the ERDF (18.1% - 6.3 billion euro) and from the EAFRD
(3.3%). In relation to all V4 countries, Poland will provide the greatest support, in value terms,
out of the EU-28. On the other hand, in the Czech Republic the percentage of the EU funds
allocated for this sector was the highest out of all V4 countries and in Portugal
it constituted 16.9% and was the highest among all EU-28 (fig. 4).

Figure 4: The percentage of the EU funds for the selected areas in the total EU funds
allocation in the period of 2014-2020
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3 This part of the article (point 5) on the cohesion policy 2014-2020 in the V4 countries has been developed on
the basis of information available on the website [15].
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Table 2: The volume of European structural and investments funds for the selected lines
of support in 2014-2020, in euro

European funding Czech Republic Hungary Poland Slovakia
The volume of total EU 23980 000 586 25013873769 86 095 237 607 15343 793 992
support, in euro

Support for research and 2 497 655 874 2232132992 8436 055 741 1 834 552 108
innovation, in euro

Support for the SMEs’ 1390 585 615 3283930021 10 815 042 522 950 306 216
competitiveness, in euro

The support for educational 1961 826 625 1 688 042 620 4771363 996 732318 238
and vocational trainings, in

euro

Source: own study on the basis [15]

5. Conclusions and further work

In conclusion, presently entrepreneurship and innovation must be considered to be the
fundamental factors determining the regional development and competitiveness. Low costs
may be the ground for the regional competitiveness; however, the regions may adopt much
more challenging strategy to implement, which is based on the promotion of entrepreneurship
and innovation. As it was indicated, the regions of the V4 countries are characterised by a low
level of entrepreneurship in the view of REDI indicators, with the Hungarian regions being
ranked the lowest. The analysis of individual components of this index enables the recognition
of the causes for such a low ranking position of the V4 countries, and at the same time it
facilitates formulating some recommendations for economic policy. In the regions of Poland
more focus should be cast on the improvement of entrepreneurial ability. The EU funds
comprise an essential source of this line of support, particularly in the new perspective of
financing for 2014-2020, which should contribute to the increase and improvement of the
entrepreneurship level in the analysed regions, also with regard to regional competitiveness.

It must also be remembered that raising of the regional entrepreneurship level, if based on
permanent sources, is a long-term process, frequently determined by the history of a particular
region. Therefore, policies should be adjusted to the individual requirements of particular
regions as well as to their specificity [11, p. 950]. Further research should focus on a detailed
analysis of the factors determining the development of entrepreneurship in the regions of the
V4 countries and, thus, to adapt policies to the diverse requirements/problems related to the
entrepreneurship of respective areas within each of the regions (e.g. to urban areas).
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CHANGES IN INDUSTRIAL STRUCTURES AND IMPACT ON
STOCK MARKETS

BOZENA CHOVANCOVA - MICHAELA DOROCAKOVA
- VIERA MALACKA

Abstract

Previous century brought revolutionary changes in the field of science and technology, which
have also been reflected in changes in industrial structures of individual economies. Not only
the share of individual sectors on GDP creation, but more pronounced changes occur in the
industrial structure on the stock markets. Particularly on the stock markets there occur
absolutely new sectors that revolutionary influence flows and processing of information.
Especially IT companies and IT industries have the dominant position on the markets. Except
of that the investors” interest in investing in shares of banks and different financial companies
is increasing. Nowadays, expected start of new stage of industrial revolution Industry 4.0
signals other changes in industrial structures, which will be strongly involved in GDP
formation, but also a change in the structure of stock indices. The aim of this contribution is to
analyse the current state and position of individual sectors in GDP structure and stock indices
and to predict possible changes in these indicators.

Key words
industrial analysis, industrial indicators, industrial structure of GDP, structure of stock indices

JEL Classification
L70, 88, G19

Introduction

In the past, the financial theory confirmed the idea, that “stock market is the mirror of
economy”. It was proved also by surveys based on data processing in the long-term time
horizon, which proved mutually positive relationship between economic development
measured by the GDP indicator and stock market represented by relevant stock index. Also
the GDP and stock index had relatively similar composition from the perspective of the
structure of the sectors. During the second half of the 20" century, there have been significant
changes in both the composition of GDP and even more pronounced in the industrial structures
of stock indices. Stock indicators cease to a large extent to copy real economy, which is also
reflected by various anomalies on the markets, including the bubble frequency increase.

1. An overview of authors and their work on these issues

Several authors deal with the industrial classification issue, such as Porter (2008), who
describes an important role of industrial analysis especially in connection with strategies and
business boundaries. Bernstein (2003) assumes that companies belonging to one sector should
have certain common characteristics, common development of equity returns. Chan (2007) adds
that market rates of shares belonging to one sector should react on the exogenous factors
similarly. Significant changes in the structure of GDP and equity indices in 1987 have been
pointed out by Sweezy, P. M. Nowadays this issue is dealt by known authors Foster, J. B., Magdoff,
F. (2009), who introduced the term so-called financialization of the economy into the theory. In Slovakia
there is this issue relatively detailed dealt by authors Baumohl, E. Lydcsa, S., Vyrost, T. (2011).
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2. Industrial classification
The basic idea of industrial classification is to merge similar companies into homogenous
groups, where several similar elements occur. In the theory, but also in the economic practice
there are used various classifications. In general, it is necessary to distinguish between sector
and industry. Sectorial analysis distinguishes several sectors within the economy, namely:
primary, secondary, tertiary, quaternary and quintary.

Many types of analyses depend also on what we define as industry, which companies we choose

for industrial analysis, what kind of industrial classification we use. Unlike the sector, industries

can be defined as a sum of units performing the same type of activity. But such a definition of

the industrial structure is based on certain simplifications for the following reasons:

- from one row material different products can be produced in a single enterprise from a
viariety of industries (oil can be used to manufacture both chemical and food products),

- one product can be manufactured using different technologies,

- a part of industrial production can be produced in agriculture, commercial and other
organizations.

The industry can be defined from an organizational point of view (as a summary of companies)
or from a production-technical point of view (as a summary of same products). Industrial
classification used in practice poses as a certain compromise of both aspects and industrial
profile of every enterprise. It is determined by the type of production produced or used
technological process used, which has the largest share in the undertaking concerned®.

Today in the most developed economies, there exist strictly defined international standards for
the industrial classification and number of data providers as well, which can also have their
specifications. It is SIC (Standard Industrial Classification), NAICS (North American Industry
Classification System), GICS (Global Industry Classification Standard), FF (Fama and French
classification) in USA and within the European Union, NACE (Nomenclature statistique des
activités économiques dans la Communauté européenne). Main data providers are known
renowned companies. To the biggest belongs Compustat a CRSP (The Center for Research in
Security Prices). Industrial analyzes are also conducted by companies Bloomberg, Reuters,
Morni Bloomberg, Capital IQ, Morningstar, Thomson Reuters and others.

2.1 Changes in industrial structures and their analysis
The problem area for the investor today are the differences in classification methodologies, as
various researches prove that the use and comparison of individual classifications often show
incomprehensible results.

The fundamental problems of existing industrial classification are:
a) existence of various data providers with different classification,
b) changes in business activities,

4 The industrial classification in Slovakia is based on the basic nomenclature of activities, as contained in the
international classification ISIC. In our country, since 1% November 1991, the new industrial classification of
economic activities (OKEC) has come into the effect, derived from ISIC.
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c¢) various degree of diversification of companies within the industry.

The composition of industrial structures in particular is changing significantly today, while the
traditional structure of the industry with the companies concerned has been maintained for the
relatively long time in the past. During the 20" century, there has been a significant change and
shift, in particular, in the industrial order of development and access to GDP. Over the last two
decades, there have been a significant changes in industrial structures, as a whole new industry
is emerging — technologies with new companies. The newly-emerging industry of the economy
intervenes and also changes the character of traditional industries and their companies (e.g.
energy, transport, services etc.)

Under the current conditions there is often very difficult to include a company in the industry,
also because companies are often so diversified that they can hardly be classified into one
industry. Specifically, this problem applies to holding companies — large corporations that are
doing a diverse business is very difficult to include in some industrial structures.

The analyst’s role in industrial analysis is to identify the characteristics of individual industries
and also to forecast the development of these industries. As basic elements in the characteristics
of industries he also selects:

o the sensitivity of industries to the individual phases of economic cycle,

e the way of government regulation,

e type of industrial structure.

When examining industry sensitivity to economic cycle, the different industries are integrated
into these categories:
o cyclical industries are the ones that are copying the economic cycle, which means
that their production is growing during the expansion period and conversely, during the
recession, it is declining mainly due to low sales due to low consumer demand, which
also has negative impact on the stock exchange rate, as well. They are the automobile
industries, consumer durables, building industry,
e neutral industries that are not influenced by economic cycle, because their price
elasticity is low as well (alcohol, cigarettes, newspapers),
e anti-cyclical industries are those that show good results in the time of recession
(cable TV serves as an alternative source of entertainment at higher price session of
other types of entertainment.

Given that in many economies there is still considerable influence from the state and its
interventions, many industries do not avoid the influence of state regulation. In many cases, the
state, for example, sets maximal prices for various services such as electricity, gas,
communications, what indirectly affects the profits of these companies and therefore their stock
prices. On the other hand the prices of these companies” shares on the markets show lower
volatility, which is also less risky for the investor. The state can also through direct interventions
(such as licensing) limit the entry of other entities into the industry, thereby affecting the level
of profit in companies already operating.

The development of stock prices is also conditioned by the organizational type and the structure
within the industry. If some producer has a monopoly position within the industry, it is logical
that such a producer will achieve a steady amount of profit and hence stock exchange rate will
be fairly stable and a safe investment for the investor. If the industry has an oligopoly structure,
with the industry controlled by a small number of producers sharing the market with each other
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and having a common pricing strategy, we can deduce that the industry has also a fairly stable
earnings income and hence stock prices do not show high volatility.

There is a high volatility in profit and hence equity rates in the sector where many competing
manufacturers operate. Of course, in such industry a fundamental analysis is very difficult and
it is not easy to predict its development.

The analyst at the industrial analysis level relies on the short and long-term horizons; in the
short term, the analyst monitors:

e which industries achieve the higher increases in profit,

e which industries exhibit the best improvement in the indicator P/E,

e the movement of interest rates and which sectors are most sensitive to this move,

e in which industries political events have a significant impact.

For long-term forecasts, the analyst must also take into account global trends and expected
structural changes in the economy. From this point of view, he then monitors:
¢ industries, which will exhibit growth in the long run,
e which industries, on the other hand, will be on the decline or fail in the restructuring
of the economy and the transition to an information-type economy.

3. The comparison of industrial structures in selected countries in relation to
GDP and stock indices
USA
Gross domestic product in the USA consists of two basic components, namely the public sector
and the private sector. In 1979, the public sector’s share on total GDP was 19.278%, while the
private sector accounted for up to 80.722%. In this period, industrial production had the largest
share on total domestic product, accounting for up to 20.41% of GDP.

The second most represented sector is retail with 11.1%. The third most important sector of
GDP generation in 1979 were professional and business services, which generated 6.65% of
GDP. On the other hand, the smallest share of GDP was recorded in 1979 in three following
sectors. The first is real estate sales, rental and leasing, which contributed 1.3% to total GDP.
This sector was followed by the mining industry, which accounted for 0.93% of domestic
product this year. The smallest share on GDP, however, had public works, which accounted for
only 0.66%.

In the structure for 2015 there can be observed more significant changes. Industrial production
declined sharply to US GDP (from 20.41% to 12.0%). Almost twice a share of financial services
and information technologies has grown to GDP.
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Table 1: The comparison of US GDP structure and stock index S&P 500 in 1979 and 2015

GDP S&P 500
Industry % share Industry % share

1979 2015 1979 | 2015
Professional and business services 6,65 12,2 Information technology 12,82 | 20,69
Industrial production 20,41 12,0 Financial services 6,01 16,48
Finance and insurance 3,98 72 Health services 5,61 15,17
Retail 11,10 8,1 Consumer spending 10,67 | 10,05
Wholesale 4,76 5,9 Industrial production 5,81 10,05
Building industry 4,84 8,9 Energetics 25,06 | 6,50
Art, recreation, accommodation, 6,37 9,8 Free spending 9,66 12,89
and catering services Material inputs 14,44 | 2,76
Information 2,36 4,7 Public works 4,65 12,89
Transport and storage 3,16 3,0 Telecommunications 5,27 2,42
Other services 5,11 9,6 Other services - 2,99
Education 1,33 1,1
Real estate, rental and leasing 1,30 13,1
Mining industry 0,93 1,8
Public services 0,66 1,6
Agriculture, forestry, fishing and 1,68 1.0
hunting

Source: own processing according to www.bea.gov.com

More marked changes are visible in the structure of index S&P 500. Information technology
and financial services today with their market capitalization account for more than a third of
the index. Energetics that had significant presence in the S&P 500 stock index in the past saw
a significant fall in its weight within the stock market. It is also related to changes in the US
economy — the onset of the so called new economy.

Japan and Germany

Other changes can be observed in comparison of GDP and stock index in Japan and German
economy. Japanese gross domestic product is composed of three main components, namely
private sector, public sector and non-profit sector. The bulk of Japanese GDP is services. Their
share represents up to 19.76% of the total output of the economy. The second most represented
industry in the Japanese economy is industrial production, which account 18.67% of the total
output of the economy. Wholesale and retail have the third largest share on domestic product,
which accounts for 14.20% of GDP. Such a structure is almost identical compared to the first
half of the 1990s. Obviously, this is also related to the problems of the Japanese economy,
which fell into recession and stagnation after the bubble burst in 1989.

The current situation on the Japanese stock market is assessed by many investors as the Nikkei
225 stock index, which includes 225 Japanese companies. The structure of the Nikkei Nikkei
225 stock index is divided into eleven sectors, with 22.82% of consumer spending (retail) being
the largest.
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Table 2: The comparison of industrial structure of Japanese and German GDP and stock
index NIKKEI 225, DAX (2015)

GDP Stock index
Industry % share Industry % share
JAP | GER NIKKEI | DAX

Industrial production 18,67 | 25,77 | Information technology 14,28 9,49
Finance and insurance 4,37 3,92 | Financial services 6,71 19,43
Scientific, technical and - 11,22 | Health services 8,40 16,03
administrative services Consumer spending 22,81 2,95
Building industry 6,12 4,68 | Industrial production 22,71 11,38
Distribution, repairs, transport, - 15,48 | Energetics 0,46 -
accommodation and catering Free spending 7,53 19,75
services 5,52 4,89 Material inputs 7,99 12,43
Information - 4,06 | Public works 0,35 2,55
Other services 11,66 11,17 | Telecommunication 8,43 5,96
Real estate, rental and leasing - 18,26
Public services 1,17 0,56
Agriculture, forestry, fishing and
hunting 1,99
Energetics 0,07
Mining industry 14,2
Wholesale and retail 5,05

Transport 19,75

Services together

Source: own processing according to www.bea.gov.com

Industrial enterprises had second biggest share in the stock market, which make up 22.72%.
The third largest share of the index is held by IT companies, whose weight is 14.29%.

Sectorial composition of German GDP significantly differs from the composition of DAX stock
index. The largest differences can be observed in three sectors, namely in financial sector, the
manufacturing sector and public services (respectively in sector of public services). Financial
services are the second most represented sector in the DAX index with a total share of up to
19.44%. However, the same sector accounts for only 3.92% of the output of the German
economy in the same year. The share of financial services in GDP and the stock market is
diametrically different. The share of financial institutions in the stock market is almost 5 times
higher. The second very different sector is industrial production. While the industry generates
more than a quarter of GDP (25.77% of GDP in 2015), it is less than half in the stock market.
It has a share of only 11.38% on the DAX stock index. We also see very large differences in
sectorial composition in the case of public services. While these services form the second most
represented sector on GDP with a share of 18.26 %, the lowest share of the services is in the
stock market (2.55%).

When comparing with US economy and stock index, it can be said that Japan and Germany
have significantly stronger representation of industry in the structure of GDP, but also in stock
indices.

4. The advent of so-called financialization of the economy
Financial sector and its services are currently the most dynamically evolving area of almost
every economy. Their share of GDP growth has been steadily rising and it cannot be forgotten
that there is the largest amount of fictitious assets, different transactions and innumerable
quantities of overvalued products in this sector. It can be concluded that the financial sector
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contributes to a great extent to the virtualization of the economy and the financial system. We
can also document this fact by the following data:

Table 3: The share of financial services in US GDP (in %)

Years 1970 1980 1990 2000 2010 2015
Sshare in % 4.128 4.906 5.861 7.543 7.21 7.41
Source: processed according to: www.bloomberg.com

This was also highlighted by well-known American economists John Bellamy Foster and Fred
Magdoff at The Great Financial Crisis and Consequenses, who also prove that economy’s focus
is shifting from productive industries to financial services and introducing a new concept of so-
called “financialization of the economy”. The growth of financial sector is associated not only
with the relative but also absolute growth of employment, which has also resulted in transfers
within the industrial structures. In addition, the financial sector binds the most highly qualified
segment of the labour market in a large volume and its demands on the quality of workers are
connected on the one hand with highly sophisticated financial products and, on the other hand,
the entire global financial market has gone through a high degree of intellectualisation. The
growth of the share of financial sector on GDP is often associated with with significant
speculation, which is difficult to quantify at the present time. Their real book value becomes a
big problem. A speculative principle of these financial instruments is often far higher than the
amount of funds injected. It is logical that such transactions require deregulation, which
ultimately leads to the growth of destabilizing tendencies and the formation of increasingly
larger financial bubbles. Interesting is also the opinion of P.M. Sweezy, who pointed out in
1987 and this idea together with Madoff resumed in 2009 that financial expansion is linked to
the stagnation of the other spheres of the economy. Over 90s, two trends can be traced to the
stock market:
1. huge growth in the share of equity indices of firms associated with internet economy,
2. significant growth in the share of financial services in equity indices.

On the stock markets, American companies of so-called new economy were in great attention
of investors. The internet economy grew by 11% in 1999, while the entire economy exhibited
the growth rate of 4.2%. Thus, internet economy’s sales also outstripped industries such as the
automobile and insurance industries. The strong influence of financial institutions on the
economy was also reflected in the increase in the share of stock indices.

Table 4: The share of financial services in S&P 500 index
Year 1979 1990 1995 2000 2005 2010 2015
% share 6.01 9.8 12.08 17.2 21.04 15.1 16.47
Source: processed according to: www.marketcapitalisation.com

While financial services are contributing to US GDP of only 7.89% in 2010, the share of up to
15.1% in the S&P 500 structure is up to twice as much as they are contributing to GDP. These
data lead us to the conclusion that the stock market does not always copy the real economy and
is currently largely marked by the speculative component of the financial sector.

In Japan and Germany, the financial sector does not record such a significant increase of share
in GDP. In the case of Germany, it can even be concluded that compared with 1990 the financial
sector even recorded a decline compared to 2015. Even in Japan, it did not record even more
significant growth in the stock index. The German stock market is already showing the tendency
of strong growth in the financial sector’s share of the DAX stock index.


http://www.marketcapitalisation.com/
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Conclusion

In particular, the last two decades show significant changes in industrial structures. Not only
their share in GDP generation is changing, where the so-called new economy is reflected, that
is uniquely associated with new technologies — especially with the internet in the 90s.
Traditional industries, especially industrial production, are declining in their share of GDP,
leading to information technology in particular. These changes are even more pronounced in
the structure of stock indices, where the position of informatics and the financial services
industry is dominant. The data show that the industrial index structure no longer correspond to
the GDP structure, from which it can be deducted that the stock market does nod copy the
economy. In connection with the significant growth of financial services, a new phenomenon
has emerged — the financialization of the economy and, in particular, of markets. With Industry
4.0, significant changes in industrial structures of GDP and stock markets are likely to be
expected. With a high degree of robotization, it is possible to assume again, in addition to the
latest technologies, the role of the industrial production, which will provide the entire process
of robotization with IT, will be further enhanced. We expect that the financial services sector,
which is particularly demanding for human capital, will in the near future show a decreasing
trend.
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TELEPHONE COMMUNICATION WITH THE
INVESTMENT INTERMEDIARY CONTRACTS

VLASTIMIL JANDUS

Abstract

This paper deals with problems of recorded audio communication in case of financial
intermediary and customers at financial markets. Aim of this paper is to find out, whether legal
person with registration of financial intermediary working in Czech Republic on the basis of
permission from Czech National Bank informs the customers about acquiring audio records.
Initial premissis, that those people do not inform customer about their intention to make an
audio record. Research was made on the basis of making phone calls with representatives of
chosen companies, who employ financial intermediary and consequently going through their
contracts. We found out, that those financial intermediary do not inform their customers about
making audio records. Acquiring audio records and their storage is secured with legal
documentation only in case of accepting and transfering instructions in concern of securities.

Keywords

Financial intermediary, protection of personality, call recorder, securities, investment service,
customer.

JEL Classification
G2, K150, K220

Introduction

Making phonograms of individuals without their informed consent, for whatever purpose, is in
direct conflict with the right to privacy and the inviolability of privacy. The assessment of the
eligibility of the phonogram and its subsequent use must therefore always be subject to a
proportionality test, while the protection of the personality often fails to protect other legitimate
interests of the purchasers of such records. The protection of the personality and the
inviolability of privacy is an eternal and grateful subject, according to some lawyers
hypertrophy into absurd dimensions, according to others, personality and privacy represent the
sacred inviolable space of the individual. On the one hand, archiving calls with potential and
existing customers are required after investment intermediaries, and on the other hand there are
good customer relationships.

The aim of the thesis will be to find out whether legal entities with the registration of an
investment intermediary operating in the Czech Republic on the basis of a license from the
Czech National Bank inform customers about making a phonogram. The underlying
prerequisite will be that the tied agents of the investment intermediary do not inform about their
potential customer record.

The work will be based on reading of literary sources, relevant laws and Internet resources. All
resources used will be listed in the literature. The paper is based on descriptive, synthesis,
comparison and analysis methods.
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Making digital recording
Recording of the record is governed by the Civil Code, according to which it is generally
possible to capture in any way the voice of a person so that with his permission it is possible to
determine his identity according to the display. However, other provisions of the Act regulate
situations where this principle can be broken and record without such permission under the so-
called statutory license. This is the situation where the alert is acquired or used:

a) in the exercise or protection of other rights or interests of a protected interest, i.e. for the
purposes of evidence in court (for example, a record of injury or car crash);

b) in public appearances on matters of public interest (this is how the dispute over the
possibility of obtaining and publishing records of the meetings of the councils) has been
resolved;

c) adequately for scientific or artistic purposes and for press, radio, television or similar
news;

d) under another law for official purposes, i.e. typically in administrative or criminal
proceedings. (Hajzin, 2014)

The Civil Code established the possibility of recording in the situations referred to in points a)
and b). In particular, the possibility of recording a record for the protection of rights and
legitimate interests is considered very practical even in everyday life.

However, any of the above-mentioned statutory options for obtaining a record without consent
may not be used in a disproportionate manner contrary to the legitimate interests of a person
and may not be freely published or otherwise disseminated. Under Section 86 of Act No.
89/2012 Coll. You can interfere with the privacy of others if you have a legitimate reason. (Act
No. 89/2012 Coll.).

The Constitutional Court is strongly opposed to unfair practices of mutual electronic
surveillance and hidden recording in both private and professional negotiations, which are
usually not only in violation of the law, but are rated by the atmosphere of suspicion, fear,
uncertainty and mistrust in terms of societal ethics. (Jirsa, 2015)

Telephone recordings

According to Act No. 5 article 2 of Act No. 101/2000 Coll. a data controller may process
personal data without the consent of the data subject if he performs the processing necessary to
comply with the legal obligation of the controller if the processing is necessary for the
performance of the contract to which the data subject is party or for the negotiation or
conclusion of the contract, . The subject of the data is the natural person to whom the personal
data relate. However, the fact that a caller may be in a contractual relationship with a customer
does not mean that the call can be uploaded without his consent. (Act No. 101/2000 Coll.)

Making recordings by the investment intermediary
According to Act No. 32 article 5 and 6 of Act 256/2004 Coll. the investment intermediary is
obliged to keep communication with the customer regarding the investment service provided
and with the potential customer for at least 5 years. (Act No. 256/2004 Coll.)

In order to keep the communication record with the customer in the distance communication,
the investment intermediary is obliged to use and operate the equipment through a specifically
designated telephone line. Under Act 16 of Decree No. 303/2010 Coll. To this end, it acquires
and maintains communication in its original form and therefore has the ability to obtain a
complete authenticated communication from these devices. The investment intermediary is
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obliged to ensure the date and time of communication, the identification of the pages of the
communication, the communication content and to ensure the inaccessibility of the
communication record. (Decree No. 303/2010 Coll.)

Research

The input data of the research will be telephone conversations with tied agents of individual
investment intermediaries in the period from 4th January 2017 to 4th May 2017. Selection of
investment intermediaries will be carried out according to 6 criteria.’ Contact with the selected
companies will be established by sending a request for the securities trading services offered
by them. After the first phone conversation, contact with the company will be maintained and
maintained in a way that will ensure redirection to other tied agents. The reason for the
interviews with more tied representatives of the company is the need to eliminate the deviation
of the individual misconduct of the tied agent. For all the investment intermediaries under
review, the contractual documentation will be examined. The reason is to investigate whether
an investment intermediary informs its clients of recording telephone calls through contractual
documentation.

Criteria for inclusion of investment intermediary in research
The market for persons, performing investment advice and accepting and transmitting
instructions regarding investment securities or collective investment securities is overstated in
the Czech Republic. Up to 6th May 2017, a total of 7,312 investment intermediaries are
registered with the Czech National Bank. There can be seen the pressure from the Czech
National Bank, which tightens the legislation. This is confirmed by the anticipated amendment
to Act No. 256/2004 Coll., On Capital Market Undertakings, which mainly implements the
MIFID II Directive, whereby the conditions for investment intermediaries are also expected to
terminate the activities of smaller investment intermediaries or those operating the investment
Broker as a secondary activity. For the relevance of the research results, it will be necessary to
select those entities that will be affected by the largest possible sample of potential injured
customers. These companies are primarily companies with a longer history, with a larger sales
network and the number of existing customers, which provides them with a majority market
share. To qualify an investment intermediary for research, it will have to meet the following
criteria.
a) Registration with the Czech National Bank
Currently, companies offering similar services as an investment intermediary, but not
registered with the Czech National Bank, can be found on the market. This is an offshore
company and entities registered with a supervisor of a bank of another State with a
branch office. Often, their structure is built to escape regulation by the Czech National
Bank. The work is largely based on the Czech National Bank regulations. Therefore, it
will be necessary for the subjects being subject to its regulation and therefore registered
with it.
b) Legal form of business
An investment intermediary is legally entitled to exercise its activity as a natural or legal
person. In order to ensure a larger sales network and a higher number of customers,

3 Criteria for inclusion of an investment intermediary in research are detailed in subchapter 2.1
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investment intermediaries doing business as a legal entity will be included in the
research.

¢) Main activity of the company
Large brokerage firms provide the services of an investment intermediary only as an
ancillary service, which is a secondary activity of the company. In this case, no emphasis
is placed on increasing the sales network or the number of customers. Most of these are
passive sales. The number of calls from the investment intermediary is minimal. In the
case of companies that carry out the activity of the investment intermediary as the main
one, there is certain certainty about the need to increase the sales network and, above
all, the number of customers that are actively addressed as it is the main income of the
company.

d) History of company
To ensure the necessary majority market share, it is necessary to determine the
company's time in the market. Due to the number of registered investment
intermediaries, there is a high competitive pressure on the market. This makes it
particularly difficult for new entrants. For the research, the Company's duration of
business has been set at a minimum of 5 years.

e) Company management
In spite of ensuring a sufficiently long history of the company, it can not be
unambiguously asserted that the company is active and healthy. The company may be
in bankruptcy or liquidation and the other criteria would be meaningless. In order for a
company to be included in the research entities surveyed, the company will have to
report both revenue growth and profits for the previous five accounting periods and a
low or zero ratio of debt.

f) Cooperation with an investment firm
According to Act No. 256/2004 Coll. On Capital Market Undertakings, the Investment
Intermediary has the possibility to provide investment advisory services and to accept
and transmit instructions regarding either securities or collective investment securities
or both of these investment instruments. In relation to the reference to the obligations
of an investment firm, a sample of investment intermediaries dealing with securities-
only services is required for the research. More specifically, investment intermediaries
cooperating with an investment firm will be included in the sample under investigation
for the purpose of the research.

Research results
The research sample adds 100 telephone calls made with a total of 61 tied agents representing
20 investment intermediaries. Five calls were made with each company with 2-4 tied agents
representing the investment intermediary. Phone conversations were conducted on the subject
of securities trading and investment advice on direct trades on the Prague Stock Exchange. Even
in one of the telephone calls, the tied agent of the investment intermediary was not informed
that the interview was being recorded.

After studying the contractual documentation of all 20 investment intermediaries investigated,
it was found that, by signing the contractual documentation, customers agreed to make a
telephone call for the receipt and transmission of instructions on investment securities. No
customer was informed about the recording of telephone conversations in the provision of
investment advisory services in the contractual documentation.
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Conclusion
Under normal circumstances, the recording of business-led calls without the knowledge of the
uploaded person is a gross interference with the privacy of the person concerned. And as such,
it is in most cases morally and legally unacceptable. If the legal obligation to record
communication with customers arises, then the law allows us to do so without the consent of
the customer.

The aim of the work was to find out whether the tied representatives of the investment
intermediary are informing their customers about making a sound record. The goal was
fulfilled. In all the phone conversations made, there was no announcement by the tied agent
about the recording of an interview. This also confirmed the starting point. The recording of
telephone communications with the customer has been treated in all twenty cases in the
contractual documentation only at the receiving and forwarding of securities instructions. In
order to maintain good customer relationships, I consider it advisable for an investment
intermediary to inform its customers about the recording and storage of mutual communication
when providing investment advisory services. This would definitely increase the credibility of
the investment intermediary.

The work shows that the investment intermediary does not behave illegally in the business
relationship with customers, but it can be said that the activity behaves immoral.
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CODIFICATION OF PROFESSIONAL TERMINOLOGY
WITH FOCUS ON FINANCIAL MARKETS

LADISLAVA KNIHOVA

Abstract

The creation of professional terminology for any branch of science or field of human activity,
its gradual establishment and final codification is a matter of formal language culture, namely
the culture of its vocabulary. The objective of this paper is to draw the attention of academia
and other experts to the importance of professional terminology for the development of any
scientific discipline and identify, analyse and explain the roles of both traditional and state-of-
the-art methods used in the process of professional terminology creation, establishment and
codification. The author sheds light on the highly professional but fatiguing work of
lexicographers which is often not fully acknowledged. Especially in the current global world,
the development of science and technology disciplines is not possible without the establishment
of relevant professional terminology and its constant refinement in order to achieve a high
quality exchange of information between scientists and professionals from different countries.
Measured by the number of professional dictionaries published in the Czech language
environment, the intensity of lexicology and lexicography activities has rather decreased in
recent years. In order to fill the gap to a certain extent, the paper is complemented by specific
examples of professional terminology related to financial markets and its codification.

Keywords

Codification, e-dictionary, lexicology, lexicography, knowledge transfer, professional
terminology.

JEL Classification
A2, G10

Introduction

One of the most famous biblical texts of the New Testament - St. John's Gospel - begins with a
sentence: "In the beginning was the Word". This sentence is not only regularly intoned in
conclusion of Catholic worships but it has been paraphrased many times on different occasions.
Words are powerful. Rudyard Kipling said: “Words are, of course, the most powerful drug used
by mankind.” Words and rich vocabulary constitute the culture of every nation. Rich vocabulary
of a person is often associated with his/her success. Owing to dynamic development of every
society, there are new and new words emerging every day. Some of them disappear; however,
many of them sooner or later become subjects to analyses in texts of a particular language
corpus. The first significant project in what we might term modern Corpus Linguistics was the
Survey of English Usage, instigated by Randolph Quirk at University College London in 1959.
The Survey led to the creation of a corpus of one million words of written and spoken British
English, made up of 200 text samples of 5000 words each. The corpus data was all on paper
and indexed on file cards. (Corpus Linguistics: An Introduction for A-level Teachers, 2017)
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Besides, the American Dialect Society is not the only professional association which organizes
the annual word-of-the-year vote popularly known as WOTY. For example, the winner in the
year 2012 was the word #hashtag. (Hashtag is the 2012 Word of the Year American Dialect
Society, 2013.) New words emerge and gradually establish themselves in every language.
Usually, they are a reaction to specific innovations. Consequently, the process of their
codification in different types of dictionaries can start.

All this would not be possible without the meticulous work of lexicographers, i.e. specialists
whose job is to create dictionaries which can be monolingual or bilingual. They can be classified
based on different criteria and designed for different types of dictionary users.

The objective of this paper is to examine individual phases, methods and workflows typical for
the process of creating a technical dictionary. On the background of literature review the author
will provide rudimentary guidelines to all tasks involving planning, resourcing and compilation
of reference materials. The author is primarily concerned with the role of new technologies
serving the teams of lexicographers, boosting the efficiency of their work and reducing costs.
The paper is complemented by examples of a primary data analysis consisting of financial
markets' terminology and its codification within the Czech language lexis and environment.

Literature review and methodology
When in 2008 Sue Atkins and her colleague Michael Rundell published their book The Oxford
Guide to Practical Lexicography, it was enthusiastically welcomed by all lexicographers,
teachers of lexigraphy, and their students all over the world. This inspiring university textbook
takes readers through the process of designing, collecting, and annotating a corpus of texts. The
book represents an ideal combination of 'how to do it' approach with the application of recent
linguistic theories. Since its publishing, the author of this paper has been relying on this material
written by renowned professional lexicographers and uses the methods and techniques
recommended by its authors in the process of designing and preparation of specialized
dictionaries and glossaries in her tertiary teaching practice. In recent years, also Czech linguists
published studies on lexicology and lexicography, e.g. the team of authors Petra Adamkova et
al., under the auspices of Palacky University Olomouc, published a collective monography
Studie k moderni mluvnici cestiny: Dynamika ceskeho lexika a lexikologie / Study on Modern
Czech Grammar: Dynamism of Czech Lexis and Lexicology, which includes the chapter
dealing with word-formation and neology as well as the chapter focusing on language
internationalization. Last but not least, the author of this paper studied and carefully analysed
the approaches and practical advice written by prof. PhDr. Rostislav Kocourek — a renowned
Czech Anglicist, philologist, and linguist, in his monography titled K metodé zpracovaini
dvoujazycného odborného slovniku / A Method of Producing Bilingual Technical Dictionaries.

The lexicographic methods and approaches explicated in the above-mentioned publications are
terminus a quo for anyone considering the professional path of a lexicographer and/or for all
subject matter experts intending to create their own (specialized) dictionaries. As a linguist and
ESP* teacher, the author of this paper is fully convinced that it is of utmost importance to diffuse
the knowledge and skills how to create a specialized dictionary if we really mean to enhance the

¢ ESP = English for Specific Purposes



quality of technical subjects' instruction at tertiary level education. This fact was the most
motivating element for the author to prepare this paper.

On the background of literature review, the main scientific methods used in elaborating the
paper involve content analysis, synthesis, generalization and primary data analysis based on
lexicographic sample data consisting of current professional terminology used in financial
markets.

What lexicographers do
The Czech lexicography has a very long tradition going back to the 13th century. Its birth was
motivated by a practical effort to understand written foreign language texts. Its modern history
dates back to the time when Josef Jungmann published his five-volume Czech-German
Dictionary, i.e. in the period from 1834 to 1939. In this dictionary, Josef Jungmann reached an
impressive volume of entries on 4694 pages.

A specialized dictionary is referred to in English as a technical dictionary (in German as a
Fachworterbuch). These dictionaries cover the terminology of a particular discipline or subject
field (single-field dictionary, multi-field dictionary, sub-field dictionary). Specialized
dictionaries have different functions, i.e. cognitive functions, communicative functions, and
practical functions. (Fuertes Olivera, c2010, p. 52)

The following subchapters examine the individual stages of the job of creating a dictionary.

Planning the dictionary
Dictionaries are not born every day and they are really not cheap to produce. Typically, there
is the following sequence of events:
e The marketing department spots a gap on the booksellers' shelves.
e The marketing department specifies the type of dictionary, identifies the market and the
type of user.
e The eventual selling price is proposed.
e The budget, schedule, resources are stipulated and personnel recruited.
e The budget and schedule are passed to the editorial department where the dictionary is
designed and developed.
e As arule, the needs of the end-user determine the extent of the book and its content.
(Atkins, 2008, p. 18)

Writing a dictionary is usually teamwork. The styling of entries is specified and consequently
the style guide is necessary to prepare as each member of the team has to follow the same
guidelines. The style guide has to be very precise and determine the precise designation of
recurring elements, i.e. British English as BrE, American English as AmE, etc. Nowadays, the
style guide is an electronic document, typically easily accessible via intranet.

For bilingual technical dictionaries many other aspects have to be included into the style guide,
e.g. how to deal with items that have no direct target-language equivalent, how to deal with
abbreviations, plural nouns or cross-references, how to write words with consonant-doubling
(travelled vs. traveled), or how to deal with inter-cultural issues. (Atkins, 2008, p. 119-120) It
is virtually impossible to capture all situations a lexicographer might encounter. However, a
style guide can be designed as a 'self-healing document' if all members of the team have an
access to the same communication platform to exchange ideas and proposals for their solutions.
Of course, there should be one person only with the authority to make the final decision.
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Preparation stage and dictionary-writing process
Professor R. Kocourek recommends the following steps to be taken in the preparatory stage of
creating a dictionary. (Kocourek, 1966, p. 65-68)

The focus of dictionary creation lies in semantic research, i.e. the work with the meaning of
technical terms and phrases. For a lexicographer, to manage the process of a technical dictionary
creation, at first he must obtain at least a general knowledge of the subject matter which is
referred to by technical terminology. Therefore, the first stage involves the study of the given
field. Bibliography review of technical literature written both in the source and target languages
as well as evaluation and selection of representative resources are part of this process. Attention
has to be paid to proportional representation of individual subdisciplines of the field. Individual
resources selected for excerption works have to be of excellent expert quality and written in a
refined language.

Selection of texts suitable for excerption is the second step of the pre-lexicography stage. A
carefully selected text is the core of any lexicographic work, i.e. a text both in the source
language and the target language. These texts will serve as the source of entries. Future end-
users of the arising dictionary should be also involved in the selection process. In the selection
process it is advisable to consult the suitable texts with key experts of the particular field. The
selection process may be relatively short; however, elaboration of the chosen texts may take
even a couple of years. Therefore, texts describing recent development / innovations of the
particular scientific discipline are more than welcomed.

Work with semantic resources is another important part of a lexicographer's work. The
excerption work provides a number of dictionary entries compiled and entered into a database
holding the material recorded during the corpus analysis process. (Atkins, 2008, p. 317).
However, the original text must be complemented by definitions, further clarification of
terminology, or even illustrative examples, charts, visuals, or even audio visual aids. It is
advisable to assign this task to one member of the lexicographic team.

Division of texts into parts is another important step to take. Experience shows it is more
practical to number sentences or parts of the text rather than pages and lines due to the need of
correlation between parts of the text in the source language and target language.

Translation of the texts into the target language and excerption of unclear and ambiguous terms
is a reliable method of verification of equivalents. If the translation is coherent, it is a guarantee
that future users of the dictionary will be able to create their own translations easily. (Kocourek,
1966)’

There are many other steps and decisions to be taken concerning different tasks the teams of
lexicographers undoubtedly face, e.g. decisions on alphabetical order, polysemy, homonymy,
synonymy, neology, and neo semantics etc. just to name a few. E.g. neo semantics deals with
new meanings of the already existing collocations. (Adamkova, 2013, p. 108) In financial
markets, we have 'a black swan' that serves as a perfect example of neo semantics. Taking into
account that every member of the team is unique and excels more in certain tasks, there is a

7 Translation: author
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practical suggestion how to use the talents of lexicographers to the best advantage and assign
tasks to individual team members working on a bilingual technical dictionary — see Fig. 1.

Table 1: From corpus to bilingual dictionary: the threefold process
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Majority of newly emerging technical dictionaries need the team of lexicographers to start from
scratch and work systematically from corpus to dictionary. It is given by the current dynamic
development of every field of human activity bringing about numerous innovations waiting to
be called by a name.

In practice, the above-mentioned work-flow process is complemented by a number of different
small tasks helping to accomplish the complex job of creating a dictionary, incl. the responsible
work of editors, graphic designers, proof-readers etc. The full description goes far beyond the
limited extent of this paper. However, every member of a lexicographic team performs his role
and without the hard work of the team as a whole the dictionary would never be born.

Cloud technologies serve lexicographic teams
As mentioned above, the author is primarily concerned with new technologies which can be
utilized in setting up the work environment of a lexicographic team which might consists of
even twenty lexicographers or more. Based on the author's own many-year experience, the use
of shared communication platforms is highly recommended, e.g. Google Docs / Google Sheets
and/or Google Slides. Google Docs can be described as a web-based editing program that
allows users to create, share and edit documents through a secure networked system. For the
job of creating a dictionary approx. up to the extent of 2,000 entries, Google Sheets can be used
successfully. For dictionaries of great extent, specialized software programmes are needed.
Multiple users can work in the cloud application on the same document in real time and edit its
content from any location in the world with Internet access. User-friendly environment, ease of
use, and cost-effectiveness are logical criteria supporting the idea of shared work environment
using cloud applications. Economies of time are worth mentioning as some lexicographers can
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still be working on their entries starting by a letter of alphabet which has not been finished yet
while others can already work on proofreading of the finished entries. Thus, shared work
environment significantly help keeping up the deadlines. Supplementary chat can boost fast
information exchange while team members can clarify the content and individual entries of the
dictionary within the same application. Finally, there is an option to export the finished content
in different formats for final editing. Thanks to cloud solutions, productivity goes up and labour
costs down.

Financial markets' terminology codification

In order to illustrate the work of a lexicographic team consisting of a subject matter expert on
financial markets, a linguist, a graphic designer, and an editor/IT specialist, this chapter presents
sample data selected from the latest e-dictionary dealing with financial markets' terminology
available on our market. English-Czech and Czech-English Glossary of Financial Markets'
Terminology (further on referred to as 'Glossary' only) by Vladislav Pavlat and Ladislava
Knihova was published in April 2017. The e-dictionary comprises almost 1,200 entries covering
both traditional and modern terminology of financial markets. The dictionary is designed in the
form of an interactive PDF with interactive alphabet letters - see Fig. 2:

Figure 1:

AfcfcloR:-BrlcR-Q R QL Qv
nJollrBoRrlsETRuRvVEwE xR YRz

abnormal returns abnormalni vynosy
accounting treatment for securities Gétovani cennych papirQi
adequacy of sanctions pfimérenost sankci
adverse selection nepfiznivy vybér

On the course of elaboration of the Glossary, the lexicographic team had to overcome numerous
obstacles. Here are few examples.

Situation 1: Differences between British and American English had to be constantly monitored,
researched and verified.

dividend-bearing shares akcie vynasejici dividendu (BrE)

dividend-paying stock akcie vynasejici dividendu (AmE)
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Situation 2: Czech Equivalent needs explanation as the literal translation is not sufficient to
understand the meaning fully (here, the term falls into the category of neo semantics).

padly andél (dluhopis, jehoz plvodni investiéni rating
fallen angel byl vysoky, ale od té doby stale klesa az k druhotnému
dluhopisu)

Situation 3: Czech Equivalents of Abbreviations and Acronyms also needed a very careful
verification, especially in case of international institutions.

ICSD International Central Securities Depository
Mezinarodni centrélni depozitai cennych papird

IFRS International Financial Reporting Standards
Mezinarodni standardy ucetniho vykaznictvi

IOSCO International Organization of Securities Commissions
Mezinarodni organizace komisi pro cenné papiry

IPO Initial Public Offering

pocéatecni vefejna nabidka

Based on the carefully selected professional literature, the authors of the Glossary compiled
a huge amount of data related to financial markets' terminology, carried out primary data
analysis, selection of terms and their curation with the highest precision and attention to detail
with the aim of their codification within the Czech language lexis and environment. The
Glossary with authentic and state-of-the-art data captures the spirit of financial markets of
today. It is designed to help knowledge transfer; however, it is more than obvious that it will
have to be regularly updated hand in hand with the dynamic developments in the world of
investors and financial markets.

Conclusion

The objective of this paper was to examine individual phases, methods and workflows typical
for the process of creating a technical dictionary. The suggested methods may seem laborious;
however, several positive features of the process can be identified. The principal ones consist
in the fact that only relevant words occurring in specialized discourse will find their way into
the dictionary; dictionary entries are exemplified by citations and data included in the dictionary
can be verified any time. (Kocourek, 1966, p. 84) The database holding the material recorded
during the corpus analysis process can serve to a variety of uses in teaching, research, and
compiling new entries for future updated versions of dictionaries.

There is no doubt that the job of creating a technical dictionary is rather complex. It requires
interdisciplinary approach and constant interest in the specific field development, including
innovations. Lexicographers closely collaborate with linguists and rely on linguistic theory to
which many contemporary improvements in the structure and conception of dictionaries can be
attributed. Simultaneously, new technology plays a dominant role in the emergence of e-
dictionaries with various useful and engaging features (interactive PDF - hyperlinks,
pronunciation of entries — online, integrated directly into the PDF, or on an enclosed CD-ROM,
etc.). Electronic dictionaries already exist in the form of mobile applications, e.g. Oxford
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Advanced Learner's Dictionary (OALD) or Oxford Learner's Dictionary of Academic English
(OLDAE). Last but not least, high expectations can be observed among future dictionary users
concerning the graphic design. All these requirements will have to be taken into consideration
in the process of building a team of lexicographers complemented by other specialists ranging
from IT specialists, mobile app designers up to graphic designers. Only a very complex
approach will guarantee meeting the ever increasing expectations and demands of future
dictionary users.

The author of this paper is fully convinced that dissemination of knowledge on how to write a
technical dictionary is critically important to all academia and other professionals as no
scientific discipline can develop properly without taking care of its professional terminology.
Both tertiary level education and business practice will benefit from regularly updated technical
dictionaries and their electronic versions. Consequently, communities of experts will
communicate smoothly with their foreign partners to the benefits of all.
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AFRICAN REGIONAL ECONOMIC COMMUNITIES ON THE
WAY TO THE CONTINENTAL FREE TRADE AREA
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Abstract

This paper deals with regional integration cooperation in Africa, its achievements and actual
challenges. Today, there are more regional economic communities (RECs) in Africa than in
other regions of the world economy. Although real benefits of African RECs are limited by
some specifics of Africa, they are planned to be the building blocks for the Continental Free
Trade Area. The African Union should introduce this area by the end of the year 2017. The aim
of this paper is to map the status and perspectives of major African RECs (with special emphasis
on their achievements in the field of trade integration), and to evaluate their potential for the
formation of the Continental Free Trade Area.
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Introduction

Africa is the second largest and the second most populous continent — it has more than 1,000
million inhabitants. Africa has been in the long-term the lowest-income and most
underdeveloped region of the world economy with a marginal share in the world GDP and
influence on the international economic order. In 2015, its share in world output was about 3%,
in world exports about 2%, and in world FDI inflows about 3%. Some African countries have
belonged to the fastest growing countries in the world since the beginning of the new
millennium.® However, their economic growth seems to be non-inclusive and to be heavily
dependent on the performance of developed countries' markets. Their positive growth-trajectory
had close link to the increasing prices of oil and other raw materials that they usually exported
to the global markets. Since 2011, global prices of primary commodities have declined and have
affected the growth-trajectory of Africa's export-oriented countries. Some economists, €.g.
Joseph Stiglitz, argue that greater south-south trade, and intra-regional trade as its most
significant part, can help to overcome dependence on exports of raw materials and boost further
socio-economic development of the world's poorest countries.

8 In the period 2001-2010, Angola, Nigeria, Ethiopia, Chad, Mozambique and Rwanda belonged to the top10 fastest growing
countries. In the period 2011-2015, Ethiopia, Mozambique and Nigeria confirmed their economic growth-trajectory and were
jointed in the top10 countries by Tanzania, Congo, Ghana and Zambia (United Nations, 2016).



87

Traditionally, Africa's intra-regional trade is lower than that of other developing regions despite
existing regional economic communities (RECs) that have been focused on trade integration
since their foundation. Low trade integration within the RECs and outcomes of intra-African
trade are caused by several reasons, especially low countries' production and export
complementarity, low economic and political stability, poor institutional quality and
insufficient physical infrastructure. Analysts also argue with ongoing dependence on markets
of more developed countries that is strengthened with various agreements concerning the
preferential access to these markets. Although real benefits of African RECs fall behind their
potential, they are planned to be the building blocks for the Continental Free Trade Area.

1. Research Problem Formulation

In Africa, there are more regional economic communities (RECs) based on inter-state formal
framework of cooperation than in other regions of the world economy. Nowadays, eight African
regional economic communities (RECs) try to consolidate and accelerate their economic
integration in the field of trade because the African Union recognizes them as the building
blocks for the pan-African economic integration that should be formed in the first step as the
Continental Free Trade Area (CFTA) by the end of the year 2017. However, latest data show
that the planned deadline will not be probably met and the final step in pan-African economic
integration — establishment of the African Economic Community is still more or less the vision
than the real target.

The aim of this paper is to map the status and perspectives of major African RECs (with special
emphasis on their achievements in the field of trade integration), and to evaluate their potential
for the formation of the Continental Free Trade Area. Research results presented in our paper
are based on the review of relevant sources - original historical documents, scientific papers
and actual reports monitoring progress in economic integration in Africa; as well as on analysis
of available statistical data concerning the intra-regional trade in Africa.

In order to meet the aim of our paper, we take specific steps of our analysis that can be structured

as follows:

1. We describe the formal framework of regional economic integration and its link to the pan-
African integration.

2. We map the actual integration status of eight most important RECs.

3. We try to identify the level of Africa's intra-regional trade and intra-community trade of the
RECs.

4. We conclude our paper with the indication of perspectives for the Continental Free Trade
Area establishment.

We consider our paper as one part of the theoretical basis of our research that we focus on
integration of sub-Saharan economies into the global economy and their economic relations
with the EU.

2. Research Problem Solution
Generally, regional economic integration is widely recognized as the engine for socio-economic
development and structural transformation of African countries. Today, there are more regional
economic communities (RECs) in Africa than in other regions of the world economy. First
African regional integration initiative has a long history, dating back to the establishment of the
South African Customs Union in 1910. The real expansion of regional integration started later
- in the 1970s and occurred in two stages. First stage is dated to the mid-1970s and the early
1980s, and the second one to the 1990s. Each regional economic community has developed
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individually and has its own rules and structure. Generally, RECs follow purpose to facilitate
economic integration on regional level. However, the integration existing within their
frameworks is not always sufficient, efficient and benefit.

2.1 African RECs as the Building Blocks for the Continental Economic Integration

in Africa
History of African regionalism has the link to several important events. First, the establishment
of the United Nations Economic Commission for Africa (UNECA) in 1958 that was founded
with the aim to promote the economic and social development of newly independent African
states. Then, followed with the establishment of the Organization of African Unity (OAU) in
1963. The OAU opened the venue for further political and economic cooperation. Parallel to
the foundation of the OAU, some African leaders agreed on the formation of the African
Development Bank Group. Later, first economic integration projects were launched.

Several other initiatives resulted in the introduction of the Lagos Plan of Action for Economic
Development of Africa (LPA), prepared for the period 1980-2000 by the OAU with the aim,
inter alia, to boost efforts in regional economic integration. The Annex I of the LPA — so-called
Final Act of Lagos — called, with respect to previous resolutions and declarations, for the
formation of the African Economic Community in successive stages within 15 to 25 years.
Annex's second part says, we reaffirm our commitment to set up, by the year 2000, on the basis
of a treaty to be concluded, an African Economic Community, so as to ensure the economic,
social and cultural integration of our continent.

African leaders translated the LPA's commitments into the concrete form in 1991 when the
Abuja Treaty establishing the African Economic Community (AEC) was signed. This Treaty
introduced the notion that the regional economic communities would be the building blocks for
the AEC, the Community shall be established mainly through the co-ordination, harmonisation
and progressive integration of the activities of regional economic communities (Abuja Treaty,
Chapter XIX). Treaty also set out that the Community would be established gradually in six
stages of variable duration over a transitional period not exceeding thirty-four years.

Both documents — the Lagos Plan of Action and the Abuja Treaty — confirmed importance of
regional economic communities for pan-African economic integration that was later
strengthened by the transformation of the Organization of African Unity into the African Union
(AU) with respect to the Sirte Declaration. African leaders decided to establish an African
Union in conformity with the objectives of the OAU Charter and with the provisions of the
Abuja Treaty establishing the AEC. They also declared that the implementation periods of the
Abuja Treaty would be shortened and the RECs would be strengthened and consolidated for
achievement of the objectives of the AEC (Sirte Declaration, 1999).

The Constitutive Act of the AU was adopted in 2000 and entered into force in 2001. Nowadays,
the African Union creates the most comprehensive cooperation of all 55 African states.” The

African Union has introduced yet 14 objectives of its activities, some of them have close
relation to regional and continental integration (Constitutive Act of the AU, Article 3):

® Morocco re-joined the African Union in the first months of the year 2017.
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e f0 accelerate political and socio-economic integration of the continent,
e f0 coordinate and harmonize the policies between the existing and future RECs for the
gradual attainment of the objectives of the Union.

The Constitutive Act of the African Union confirms commitments regarding the establishment
of the African Economic Community and expresses convincement of the need for acceleration
of the implementation of the Abuja Treaty in order to promote the socio-economic development
of Africa and to face more effectively the challenges posed by globalization. In 2015, member
states of the African Union adopted strategic document Agenda 2063 that is both vision and
action plan for next development of Africa over the period of 50 years. This document confirms
pan-African principal vision of an integrated, prosperous and peaceful Africa and presents
seven aspirations. The second aspiration states, an integrated continent, politically united and
based on ideals of Pan-Africanism and the vision of Africa's Renaissance, and includes the
fundamental economic target; Africa shall be a continent where the free movement of people,
capital, goods and services will result in significant increases in trade and investments amongst
African countries... (Agenda 2063).

Plan establishing the Continental Free Trade Area (CFTA) was introduced as one of the AU
flagship projects and initiatives approved by the AU Summit launched in relation to the Agenda
2063. The African Union adopted decision concerning its establishment in January 2012. It was
set that the Continental Free Trade Area would be formed by an indicative date of the year
2017. The CFTA should bring together 55 African countries with more than one billion
inhabitants and total GDP of more than USD 3.4 trillion. The main objectives of the CFTA are
to create a single continental market for goods and services, with free movement of
businesspersons and investments and to open the way for accelerating establishment of the
customs union. One of the CFTA objectives is focused on expansion of intra-African trade
through better harmonization and coordination of trade liberalization and facilitation regimes
and instruments across RECs and across Africa in general (African Union, 2017).

Why does Africa need the CFTA? Traditionally, Africa is one of the most marginalized regions
of the world economy that suffers from structural and economic imbalances, political instability
connected with frequent civil wars and ethnic conflicts. Economic integration within the CFTA
framework could help to build more prosperous, more competitive and more diversified future
for Africa through stimulation of trade, growth and development. It could remove obstacles for
development imposed by small economies of African countries and their traditional export-
orientation on markets of more developed countries. However, CFTA will strength certainly
the economic position of countries with large productive capacity and competitiveness but it
can hit economic position of the small ones because of the cut of customs duties revenues and
increased competition.

2.2 Mapping of the Current Integration Status of African RECs
As the Abuja Treaty declared, the African RECs form the basis for pan-African economic
integration. Nowadays, the African Union recognizes eight RECs (see Table 1) as the building
blocks for the African Economic Community.
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Table 1: Regional Economic Communities in Africa

Regional Economic Community | Establishment Members

Arab Maghreb Union (UMA) 1989 Algeria, Libya, Mauritania, Morocco, Tunisia
Burundi, Comoros, DR Congo, Djibouti, Egypt, Eritrea,
Ethiopia, Kenya, Libya, Madagascar, Malawi, Mauritius,
Rwanda, Seychelles, Sudan, Swaziland, Uganda, Zambia,
Zimbabwe
Benin, Burkina Faso, Cabo Verde, Central African
Republic, Chad, Comoros, Cote d'Tvoire, Djibouti, Egypt,
Community of Sahel-Saharan 1998 Eritrea, Gambia, Ghana, Guinea, Guinea-Bissau, Kenya,
States (CEN-SAD) Liberia, Libya, Mali, Mauritania, Morocco, Niger,
Nigeria, Sdo Tomé and Principe, Senegal, Sierra Leone,
Somalia, Sudan, Togo, Tunisia
Burundi, Kenya, Rwanda, Uganda, South Sudan,

Common Market for Eastern
and Southern Africa 1993
(COMESA)

East African Community (EAC) 1999 .
Tanzania
Economic Community of Angola, Burundi, Cameroon, Central African Republic,
Y 1983 Chad, Congo, Democratic Republic of Congo, Equatorial

Central Aftican States (ECCAS) Guinea, Gabon, Rwanda, Sdo Tomé and Principe

Benin, Burkina Faso, Cabo Verde, Cote d'Ivoire, Gambie,
1975 Ghana, Guinea, Guinea-Bissau, Liberia, Mali, Niger,
Nigeria, Senegal, Sierra Leone, Togo

Djibouti, Eritrea (currently suspended), Ethiopia, Kenya,

Economic Community of West
African States (ECOWANS)

Intergovernmental Authority on

Development (IGAD) 1997 Somalia, South Sudan, Sudan, Uganda
. Angola, Botswana, DR Congo, Lesotho, Madagascar,
Southern African Development 1992 Malawi, Mauritius, Mozambique, Namibia, Seychelles,

Community (SADC)
Source: African Union (2017)

South Africa, Swaziland, Tanzania, Zambia, Zimbabwe

African RECs were designed with the aim to promote cooperation amongst participating
countries in various fields. Generally, all of them aimed in promotion of socio-economic
development, strengthening of peace, security and stability. However, they declared already at
the time of their foundation some ambitions in the field of economic integration. AMU declared
the aim to promote free movement of goods, services, people and capital. COMESA wanted to
become the free trade region. EAC aimed in wider and deeper cooperation among partner states.
ECCAS wanted to form economic and monetary integration. ECOWAS formulated its primary
objective as the promotion of economic integration. IGAD was founded with the aim to promote
development of its members, and economic cooperation and integration in the region (and also
to promote realization of the objectives of COMESA and EAC). SADC followed the aim of
development through the regional integration.

Objectives and aims of nearly all African RECs are very ambitious with regard to political,
economic, social, structural and instructional challenges that they member states face.
Therefore, majority of RECs lag behind their targets and show disappointing results in
negotiations or implementations of declared commitments. Analysts consider various factors
as the most important barriers for the fulfilment of RECs' plans. Generally, the most important
ones are:

e poverty and significant differences in economic development amongst participating

countries (Carmignani, 2003);

e poor governance, weak infrastructure, poor institutional quality (Osabuohien, Efobi,

2011);

e wavering political support, political instability and inter-state border disputes and

wars; smaller states' suspicion of the demographic and economic giants (Adepoju,

2007);

e poor participation of private sector (Geda, Kibret, 2008);
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¢ non-sharing integration visions by the civil society and ordinary people.

Great challenge for deeper regional integration poses also the overlapping membership of
RECs, etc. many African countries belong to more than one REC. It is one of the most important
phenomenon occurring in African regionalism. In fact, only ten African countries are members
of only one regional grouping. These are Angola, Botswana, Congo, Equatorial Guinea,
Lesotho, Namibia, South Africa, and South Sudan. Majority of 55 African countries are
members of two RECs. Burundi, Democratic Republic of Congo, Djibouti, Eritrea, Libya,
Rwanda, Sudan or Uganda are members of three RECs and Kenya participates even on four
regional groupings.

2.3 Evaluation of the Trade Integration and Intra-Regional Trade Outcomes of

African RECs
Trade integration — in terms of free movement of goods and services — is the regional integration
priority across all RECs. Therefore, they launched many trade arrangements in the 1990s and
2000s, focused on removal of tariff and non-tariff barriers, as well as on simplification of
customs procedures. They have made significant effort but real progress is slow. Some RECs
still struggle to establish their free trade agreement (FTA), while others are either partial FTA
or partial customs union (see Table 2). According to the Abuja Treaty, all RECs should establish
free trade areas and customs unions by the end of the year 2017.

Table 2: Formal Trade Arrangements (October 2015) and Trade integration index (2016)

REC Formal Trade Arrangements Trade integration index
AMU Negotiations on free trade area 0,631
COMESA Free trade area in operation 0,572
CEN-SAD Formation of the free trade area 0,353
EAC Customs union in operation 0,780
ECCAS Implementation of free trade area 0,526
ECOWAS Customs union in operation 0,442
SADC Free trade area in operation 0,508

Note: Scores of Trade integration index are calculated on a scale 0 (low) and 1 (high).

Source: UN Economic Commission for Africa, African Union, African Development Bank Group
(2016a, 2016b)

Outcomes of the intra-regional trade are poor when we compere Africa with other developing
regions of the world economy. Jordaan (2014) shows that the high level of regional integration
within Africa does not necessarily stimulate intra-Africa trade to the expected levels. In long-
term, intra-Africa's trade accounts on average for about 10 percent of its total trade, meanwhile
e.g. the intra-regional trade of South-East Asia reaches 25 percent. See the levels of intra-
community trade of African RECs and total intra-Africa's trade in Figure 1.
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Figure 1: Level of intra-community trade of Africa's RECs and total intra-Africa's trade
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Source: African Development Bank Group, African Union Commission, UN Commission for Africa.
African Statistical Yearbooks (2010, 2011, 2012, 2013, 2014, 2015, 2016), own data processing

Levels of RECs' intra-community trade presented in Figure No. 1 are stable. The Southern
African Development Community (SADC), followed by the Common Market for Eastern and
Southern Africa (COMESA) and the Economic Community of West African States
(ECOWAS), reached the highest average level in the period 2008-2014. Sharp decrease of
ECOWAS intra-regional trade, which we observed when we analysed data presented in the
African Statistical Yearbooks, was not confirmed by additional observation based on the United
Nations Conference on Trade and Development (UNCTAD) database. UNCTAD does not
monitor intra-regional trade within existing RECs but within five defined African sub-regions:
Eastern Africa, Middle Africa, Northern Africa, Southern Africa and Western Africa (see Table
3). However, except Mauritania, all Western African countries as the UNCTAD identifies them
are members of ECOWAS.!?

10 We could not do the same additional observation for ECCAS sharp growth of intra-community trade because
UNCTAD does not include Burundi and Rwanda into the group of Middle Africa.
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Table 3: Intra-regional trade in specified countries' groups (in percent of total trade)

Regional countries' group 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014
Eastern Africa

Burundi, Comoros, Djibouti, Eritrea, Ethiopia, Kenya,
Madagascar, Malawi, Mauritius, Mozambique, Rwanda, 14,06 14,32 (12,96 | 13,68 | 14,37 | 14,10 | 13,68
Seychelles, Somalia, South Sudan, Uganda, Tanzania,
Zambia, Zimbabwe

Middle Africa

Angola, Cameroon, Central African Republic, Chad,
Congo, DR Congo, Equatorial Guinea, Gabon, Sdo Tomé
and Principe

Northern Africa

Algeria, Egypt, Libya, Morocco, Sudan, Tunisia, Western 335|445 | 3,84 | 3,70 | 4,13 | 5,01 | 5,28
Sahara

Southern Africa

Botswana, Lesotho, Namibia, South Africa, Swaziland
Western Africa

Benin, Burkina Faso, Cabo Verde, Cote d'Ivoire, Gambia,
Ghana, Guinea, Guinea-Bissau, Liberia, Mali, Mauritania,
Niger, Nigeria, Saint Helena, Senegal, Sierra Leone, Togo

0,93 | 1,46 | 1,63 | 1,60 | 1,35 | 1,23 | 1,01

2,75 | 3,20 [ 14,47|12,45|13,80| 14,12 | 14,85

9,68 | 9,90 | 8,24 | 6,45 | 7,47 | 9,19 | 8,25

Source: United Nations Conference on Trade and Development. UNCTADSTAT (2017), own data
processing

One of the causes of low level of intra-regional trade in Africa is traditional protectionism
applied in trade policies of some African countries. Two thirds of African countries are either
more protectionist than Africa on average or have more limiting market access conditions (see
Table 4).

Table 4: Applied tariffs and liberalized tariff lines within African RECs

REC Average apﬁ’rllfiﬁaerr ‘Sff)‘f"t‘ﬁéngggs from other Share of fully liberalized tariff lines
AMU 2.60 % 49 %
COMESA 1.89 % 55 %
CEN-SAD 7.40 % N/A
EAC 0,00 % 100 %
ECCAS 1.86 % 34 %
ECOWAS 5.60 % 10 %
IGAD 1.80 % 22 %

Source: UN Economic Commission for Africa, African Union and African Development Bank Group
(2016a)

African policy-maker Makhtar Diop (the World Bank Vice President for Africa and former
Senegalese Minister of Finance) explains that protectionist barriers are hard to remove because
various interest groups support them or revenues from customs duties create significant sources
for public budgets of poor countries. Because of many existing agreements concerning trade
liberalization adopted between African and more developed countries, it is explained that it is
cheaper to export to these non-African countries than to countries lying in the same sub-region.
According to the UNCTAD's Report published in 2009, only 7 out of African countries had
their main export markets and 25 their second main market in Africa (cited in Draper, Morisho
Mwana Biningo, 2015).
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Various studies focus on identification of further obstacles for higher intra-community trade of
the Africa's RECs. Hartzenberg (2011) says that African countries are not only poor and small,
but also landlocked with low densities of rail and road infrastructure, which causes high
transportation costs. In addition, they usually suffer from the lack of skills and capital.
Osabuohien and Efobi (2011) consider the insufficient complementarity and diversification of
production structure, high production costs and low diversification of trade as the most
important constrains for intra-regional trade in Africa. Djoumessi and Bala (2016) suggest
reduction of the traditional reliance on more developed countries as trading partners for the
promotion of intra-African trade. The United Nations Conference on Trade and Development
(2015) notes that Africa's poor intra-regional trade performance hides the fact that such trade
could increase substantially if some key constraints, particularly infrastructure-related, were
addressed.

Conclusion

What are the perspectives of the CFTA established like? Paez (2016) explains that considerable
progress has been made, with the official launch of the CFTA negotiations in June 2015 but she
looks critically at what is being considered in the negotiations of the CFTA in terms of
objectives, scope, disciplines and timelines. In addition, most RECs lag behind their own
targets' time schedules and they do not meet deadlines set for the trade liberalization agreed by
the pan-African authorities. Therefore, in our opinion, it is more than likely that the deadline of
the CFTA constitution will not be met. However, the first step towards the CFTA was taken.
The most ambitious African trade integration project was introduced in 2008 when leaders of
COMESA, EAC and SADC agreed to negotiate a Tripartite Free Trade Area Agreement
(TFTA). They planned TFTA to become the building block for the Continental Free Trade
Area. In June 2015, 24 leaders of 26 potential member states agreed the TFTA.

Countries participating on the TFTA collectively represent 620 million consumers (etc. nearly
60 % of Africa's population) and aggregate output of almost 1.2 trillion USD. However,
negotiations on TFTA showed how many challenges have to be solved in negotiations led
amongst very heterogeneous countries. Nowadays, only 18 member countries, namely Angola,
Burundi, Comoros, Democratic Republic of Congo, Djibouti, Egypt, Kenya, Libya, Malawi,
Namibia, Rwanda, Seychelles, Sudan, Tanzania, Uganda, Swaziland, Zambia and Zimbabwe
have already signed the TFTA Agreement. So far, only eight countries have ratified it (by the
31 March 2017). For entry into force, 14 ratifications are necessary. The CFTA will build on
the success of TFTA but on the other hand, slow progress in TFTA implementation poses threat
for the CFTA negotiations. We can discuss if it is, in short-time perspective, possible to
combine eight diverse RECs that do not meet their commitments and lag behind their own
targets' time schedules.

Analysts highlight that functional CFTA could help to solve problems with African
underdevelopment, fragility, vulnerability and overall instability, and could improve its position
in the world economy. However, many challenges, in economic, political, institutional and
capacity building terms, indicate that much work has to be done for successful launch of the
African Continental Free Trade Area despite long-lasting strong economic and political
support. Mr. Abdalla Hamdok, Executive Secretary of the United Nations Economic
Commission for Africa, explains: The big question is, can Africa surprise the world by
delivering the CFTA by the end of 2017 as anticipated and also doubling intra-African trade
within this decade? The state of play within the RECs and empirical work at Economic
Commission for Africa suggest that both are achievable. But for this to happen, there is need
to fast track the implementation strategy, including decisions on processes and mechanisms.
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Abstract

Financial institutions show high added value in individual industries of national economy.
Therefore, their taxation in many developed countries is set differently to other tax entities. The
reason of this attitude is both the fast concentration of profits and bailout, in particular of banks,
from public funds in times of financial crises. In the Czech Republic, a very high support
provided to some financial products from the state budget and an ability to apply tax relief by
citizens who obtain them contribute to the growth of bank's liquidity. The aim of this paper is
to design changes in the taxation of financial institutions in the Czech Republic based on an
analysis and international comparison.
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Introduction

Financial institutions are business corporations providing financial services and offering
financial products to both private and public sectors under a licence granted by the Czech
National Bank. In order to secure currency stability, activities of these institutions are regulated
by the state through its central bank. However, there is neither a single definition nor
classification, as they differ by their specific use. For example, according to the methodology
of the Czech Statistical Office, financial institutions are a set of banking monetary institutions,
non-banking monetary institutions keeping their books as banks or entrepreneurs, investment
companies and funds and also financial lease companies. From the list above, the paper will
only deal with banks, as they represent the most significant subset with regard to many of the
analysed indicators.

The financial institutions in the Czech Republic are taxed similarly to other business entities. A
special attention will be paid to the most important taxes - income tax and value added tax.

It is generally recognised that the banking sector posts high added value in individual industries
of national economy in almost every developed country. Many governments thus make an effort
to slow down this concentration of wealth, usually through different taxation regimes to other
tax entities. The fact that financial institutions or the financial products obtained by citizens
from them are supported by state in many countries is another reason. The public funds thus
significantly increase the liquidity of financial institutions that manage these funds even for
several decades.



98

For the reasons above, we may ask ourselves to what extent these profits should be taxed to
avoid both destabilisation of the banking system and bolster income of public budgets of
indebted economies. A special situation exists in countries where the banking sector is
significantly internationalised and the revenues are "drawn off" by parent companies based
abroad. This is also the situation of the Czech Republic which is confirmed by the Analysis of
income drain in 2016 prepared by the Office of the Government of the Czech Republic in this
year spring.

The aim of this paper is to design changes in the taxation of banking institutions in the Czech
Republic based on an analysis and international comparison. To achieve this, general scientific
descriptive methodologies, i.e. description and information classification, reflected in the
definition of a specific subset of financial institutions in the monitored period from 2008 to
2015, and methods of comparative synthesis and analysis, were applied. With regard to more
specific scientific methodology, mathematical-statistical methods of indexing and correlation
analysis were used. The documents of the Czech National Bank (CNB) that assumed a
supervision over the financial market in 2006, the Ministry of Finance of the Czech Republic
(MoF CR) and the Czech Statistical Office (CSO) served as sources of information and
statistical data.

1. Banking institutions in the Czech Republic
To maintain the currency stability after 2000, the banking sector in the Czech Republic was
privatised in a tender by foreign entities. Therefore, it is highly internationalised with great
concentration and domination by large banking institutions. The banks are leaders in almost
every financial group active in the Czech Republic.

As shown in Chart No. 1, from 2008 to 2015, the number of banks and branches of foreign
banks had been on steady increase in the Czech Republic, from 37 to 46. However, the structure
of the banking sector did not change significantly. As of the end of 2015, it is formed by four
large banks (Ceska spofitelna, CSOB, Komeré&ni banka and UniCreditBank) with approx. 60%
asset share in the entire banking sector, eight mid-sized and six small banks, followed by five
savings banks and 23 branches of foreign banks.
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Chart 1: Development of selected indicators of the banking sector in the Czech Republic

from 2008 to 2015
. Unit of
Indicator 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 2015 | Geom.
measurement
Number of banks number 37] 39| a1] 44| 43| a4 45 46) MM
Selected Indicators from the Profit and Loss Statements of Banks
1. Profit from financial and operating activities inbillion CZK | 138,01 1684 157.4| 162,1| 167,2| 168,1| 1679 1744 X
1.1 Yield of interest inbillionCZK | 191,9| 1744 167,0| 172,3| 1704| 154.8| 1589 150,9 X
1.1 Cost of interest in billion CZK 93,9 71,2 61,7 62,4 62,5 493 484 39,9 X
Net yield of interest in billion CZK 98,0 103,3| 1053| 109,9| 107,9| 1055 1104 110,9 X
1.3 Yield from dividend in billion CZK 3,7 9,6 5,9 7,6 6,6 8,8 6,7 7,7 X
1.4 Revenues from fees and commissions in billion CZK 46,8 46,8 48,4 50,0 49,2 49,9 49 47,6 X
1.5 Costs of fees and commissions in billion CZK 10,7 10,3 9,9 10,9 11,9 12,8 12,9 13,3 X
Net revenues from fees and commissions in billion CZK 36,1 36,4 38,5 39,1 37,3 37,1 36,1 34,3 X
2. Management costs in billion CZK 61,7 60,5 62,4 66,0 66,6 65,8 70,2 70,9 X
2.1 Costs on employees in billion CZK 31,2 31,1 31,6 33,8 344 343 34,7 352 X
Profit (loss) before tax in billion CZK 54,0 70,8 65,6 63,4 76,7 73,3 76,1 80,7 X
9. Costs on income tax of legal entities (LEIT of banks) |in billion CZK 8,3 11,0 10,0 10,1 12,3 12,3 13,1 14,1 X
10. Profit (loss) after tax in billion CZK 45,7 59,7 55,7 53,3 64,3 61,0 63,1 66,6 X
Dividend and shares in profit paid by banks
Paid dividend and shares in profit including income tax |in billion CZK 35,8 20,2 38,0 38,0 28,7 41,8 36,2 X
of these paid to: non-residents in billion CZK 334 13,8 33,5 32,9 24,1 35,6 31,6
natural persons (non-residents) in billion CZK 0,2 0,2 0,2 0,2 0,2 0,3 0,2
LEIT (withholding) from dividend and shares in profit |in billion CZK 2,2 6,2 4,3 4,8 4,4 5,9 4,4
Additional indicators - Czech Republic
LEIT rate % 21 20 19 19 19 19 19 19
National revenues from LEIT inbillionCZK | 173,6] 1105 114,7| 109,3| 1205 113,1| 1232 138,1
VAT basic rate % 19,0 19,0 20,0 20,0 20,0 21,0 21,0 21,0
in billion CZK
Gross Domestic Product (GDP) (current 4015,3(3921,8{3953,7|4033,8(4059,9|4098,1|14313,8| 4554,6 X
prices)
Calculation indicators
Year-on-year index
LEIT of banks pure 0,700 1,323| 0)904| 1,012 1,223] 0996 1,065 1,076 1,021
LEIT - national revenues pure 1,110{ 0,637| 1,038| 0,953 1,102| 0)939| 1,089 1,121 0,985
Profit of banks from financial and operating activities pure 1,000| 1,220 0,934 1,030| 1,031 1,006 0,999 1,039 1,030
Profit of banks before tax pure 0,900 1,310| 0927| 0,966 1,208| 0)956| 1,038 1,060{ 1,038
Profit of banks after tax pure 1,000( 1,307| 0932| 0,958 1,206| 0)949| 1,034 1,055| 1,048
Paid dividend and shares in profit including income tax pure 0,564| 1,880| 1,000( 0,756| 1,456| 0,867 1,002
LEIT (withholding) from dividend and shares in profit pure . 2,757 0,701 1,121| 0,910| 1,349 0,739 . 1,119
GDP pure 1,027( 0,952 1,023| 1,020f 0,902| 0952| 1,027 1,045 0,992
Share
Paid dividend including shares in profit and profit after tax % 73,18 23,13| 60,17| 61,67| 37,46| 5833 50,10 . X
LEIT of banks and profit of banks before tax % 1544 15,60| 1521| 1591 16,11| 16,78 17,21 17,47 16,3
LEIT of banks and national revenues from LEIT % 481 9,99 8,70 9,24| 10,25| 10,88| 10,63 10,21 9,1
Esgrf:rrt:i‘e";ﬂ‘e‘:ggrggzgi‘;de“d and shares in profit and % 129 557| 376|443 365 525 3.56 37
Correlation coefficient
GD'P‘ aﬁd profit of banks from financial and operating pure 0.4850
activities
GDP and profit of banks before tax pure 0,6349
GDP and profit of banks after tax pure 0,5930
GDP and LEIT of banks pure 0,7699
GDP and national revenues from LEIT pure 0,2098
LEIT of banks and national revenues from LEIT pure -0,3176
LEIT (withholding) from dividend and shares in profit and pure -0.8705

national revenues from LEIT

Source: own calculations based on materials of MoF, CNB, CSO (see literature).

The development in the banking sector is closely related to the overall economic development
in the Czech Republic, even though the correlation between the gross domestic product (GDP)
and the profit of banks shows only a medium relationships in the monitored period. The
financial crisis from 2008 was reflected in the drop of GDP in 2009 by 4.8% and also
moderately in 2012 and 2013. A positive upturn occurred no sooner than in the last quarter of
2013. In the following period, GDP posted the highest growth rate in 2015, with a year-on-year
increase by 4.5%. The economic downturn in the years above objectively created a more
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demanding environment for the banking sector despite the fact the sector posted profit, both
from financial and operating activities, profit before and after tax, for the whole time. The year-
on-year fall in the profits of banks after the drop of GDP in 2009 surfaced only a year later in
2010 and with regard to profit before and after tax it continued in 2011 and 2013, while the
profit from both financial and operating activities posted a year-on-year drop no sooner than in
2014. The positive aspect is that the banks active in the Czech Republic did not have to be
"bailed out" from public funds, as it was the case e.g. in Germany or other EU countries.

Also "subsidising" pension products, construction savings and mortgage loans from the state
budget for the benefit of clients of banks increasing their liquidity and allowing them to provide
additional loans significantly helped banks to post continuous profits. It is clear from Chart No.
2 that in spite of a significant drop in 2012, these expenses are high in the Czech Republic and
increase the country's indebtedness. In comparison with other countries, the support in the
Czech Republic ranks among the highest (Vostatek, 2011).

Chart 2: The Czech Republic's state budget expenditure to the benefit of accounts of
financial institutions from 2008 to 2015 in billion CZK
Indicator 2008 (2009 | 2010 ({2011 | 2012|2013 | 2014 | 2015
Contribution for the support of
building savings
State support for mortgage loans 0,02| 0,04 0,02| 0,02| 0,02 0,02| 0,09| 0,04
State contribution for

1422|1326/ 11,74]10,73| 529| 4,95 4,76| 4,56

. 4,99| 5,30| 5.47| 5,59 5,75| 6,69| 6,89 6,82
supplementary pension insurance

Total 19,24118,60|17,24|16,34|11,06(11,66( 11,74| 11,42
Source: own processing based on materials of MoF (see literature).

Transactions of financial institutions also significantly impact tax deductions allowing the
citizens to reduce the tax base pursuant to Section 15 of Act No. 586/1992 Coll., on Income
Tax. This concerns both interest from mortgage loans and loans under building savings plans,
and supplementary pension schemes and additional pension savings, and life insurance.
However, the problem is that the state does not regularly publish these data and as a result their
quantification is not given in this paper.

2. Taxation of banks

The banks in the Czech Republic are taxed similarly to other business entities. In the following
texts, we will draw our attention to the most important taxes with regard to both tax revenues
for public budgets and tax liabilities of banking entities. We will specifically deal with an
income tax and value added tax that were introduced in the tax system of the Czech Republic
in 1993. Moreover, the Act on Income Tax is supplemented by Act No. 593/1992 Coll., on
Provisions for the Determination of the Income Tax Base. This act allows the bank to make
adjusting entries to unbarred receivables from loans and provisions for the provided bank
guarantees for loans provided by banks to be tax-deductible expenses if statutory conditions are
met.

2.1 Income tax
The banks in the Czech Republic are taxed at the same income tax rate of legal entities (LEIT)
as other business corporations. In the monitored period, the rate was reduced from 21% in 2010
to 19%. The starting point to the determination of the tax base is the economic result posted in
the books. As mentioned above, overall the economic result before tax has always been positive
for the banking sector, which means that the banks has always posted profit. The profit grew
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from 2008 to 2015 on average by 3.8%, while LEIT payments increased more slowly, by 2.1%.
This comparison alone shows an inadequate taxation of banks in the Czech Republic which is
evidenced by the analysis below. The year-on-year drop of both indicators in the monitored
period usually followed the development of GDP; LEIT payments were reflected only a year
later. This is due to the deadline for filing tax returns and settlement of tax liabilities following
the end of the tax period. On average, the share of LEIT from the profit before tax was 16.3%
and in relation to national LEIT income it amounted to 9.1% on average.

In classification of taxpayers registered to LEIT with tax revenue offices by the amount of paid
tax liabilities, major banks (from 3 to 10 banks of their total number) rank in this "competition"
organised by the Financial Administration of the Czech Republic in TOP 100. This is because
the financial sector is among the profitable sectors with high stability, also due to the
supervision by CNB.

A significant part of the profit after tax, exceeding CZK 30 billion every year, except for 2009
and 2012, was paid in a form of dividends and share in profits, mostly to non-residents. The
highest share of the paid dividend and shares in profit was achieved in 2008 - 73.2% profit after
tax; it is less in recent years - 50% of the profit after tax. It means that the banks invest in new
technologies and modernisation. The withholding tax from dividend is applied minimally, as
the most part is paid to parent companies, as owners of their subsidiaries in the Czech Republic.
Pursuant to Council Directive 2011/96/EU on the common system of taxation applicable in case
of parent companies and subsidiaries of different Member States, these parent companies
established in EU do not pay any income tax if the profit is distributed in the form of dividend,
if they own more than 10% share in the registered capital of another company of the Member
State. This is evidenced by the negative correlation coefficient between the withholding LEIT
revenues from dividend and national LEIT yield (-0.87). It means that these two indicators
develop contrary to each other, i.e. they do not correlate.

The close relation between GDP and LEIT of banks in the monitored period is much stronger
(0,77) than the one between GDP and national LEIT yield (0.21). As opposed to this, LEIT of
banks and national LEIT yield do not correlate at all, which can be evidenced by the negative
coefficient -0.32.

The costs of management including employee costs have posted a continuous increase. Since
2008, employee wages have been taxed by 15% income tax from dependant activities, the so-
called super-gross wages with potential increase by 7% above four-times the average wage.
This is significantly less that in times of the previous progressive taxation. At the same time,
the average wages in the financial sector in the Czech Republic rank among the highest.

2.2 Value added tax
The taxation of VAT in the Czech Republic is harmonised with Council Directive 2006/112/EC
on common system of value added tax. Pursuant to Section 51 (1) letter d) of Act No. 235/2004
Coll., on value added tax, financial services provided among other by banks are taxed at the
basic rate, however some services designated in the VAT Act as financial services are exempt
from tax in the Czech Republic, if provided locally. At the same time, the payer may not apply
the input tax deduction in relation to these exempt outputs. The residual tax increase the costs
that are subsequently reflected in the price of the provided service and remains hidden in he
cost of performance in subsequent transaction between VAT payers. Overall, this reduces the
tax neutrality. The supposedly difficult determination of the added value, i.e. the tax base and
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calculation of VAT as such, is one of the reason for the introduction of the exemption for
financial activities.

Article 137 of the VAT Directive stipulates that the EU Members States may lay down by law
that the payers providing the listed financial services may opt for their taxation or exemption.
As yet, only six EU Member States — Belgium, France, Lithuania, Germany, Austria and
Estonia — allowed VAT payers to exercise this option, and each of them in a different form, e.g.
by the scope of performance, client status, i.e. whether or not he is a payer (Patek, 2008).

After 2008, this problem has been discussed at the EU level (European Commission, 2008).
Therefore, the aim of the proposed change would be to increase legal certainty in this area and
update current rules with regard to the globalisation of the financial environment (Baldzova,
Divis, 2008). The proposal obliged the EU Member States to allow financial institutions to opt
whether they would tax the listed services by VAT or apply the tax exemption regime without
a deduction entitlement (the so-called opt to tax). In addition, the proposal addressed the so-
called cross-border cost-sharing agreement, which is applicable to the tax sharing agreement
between the individual EU Member States in the event of cross-border provision of financial
services. In September 2008, the proposal was discussed by the European Parliament, however
the expected effective date as of 1 January 2009 or 1 January 2012 were not met due to a diverse
attitude of the EU Member States. Any further discussions regarding some financial services
were stopped. The main reason for failing to approve the proposal was the financial crisis that
had just emerged.

In the following years, the attention was drawn to perfect continuously definitions of financial
services, which was decisive for the application of the right VAT regime (Legierska, 2013). In
practice, such difficult notion of "border lines" between similar financial services that are taxed
in one scenario and exempt from tax in another scenario results in frequent mistakes and
subsequent court disputes.

The approach to the taxation of VAT financial services is addressed differently across the globe.
However, in most countries, the selected financial services are exempt from tax without a
deduction entitlement. The scope of financial services that are VAT taxed is different in each
country. There are also different approaches to financial services in business-to-business and
business-to-consumer transactions.

For example the so-called margin transactions are exempt in Singapore, Australia, New
Zealand, South Africa and India. The non-applied deductions due to an exemption without the
deduction entitlement are reduced in the form of exemptions in Singapore, Australia, New
Zealand, India and Canada or by introduction of compensatory taxes in Israel and Quebec
(Sindelaf, 2010). It follows from the comparison of these countries that financial services are
subject to widest scope of taxation in South Africa. These are all services that are subject to a
charge.

2.3 Compensatory taxes — interconnection of VAT and income tax
The purpose of the introduction of compensatory taxes is the additional taxation of entities
providing financial services exempt from VAT without a deduction entitlement. The tax base
may be designed differently. For instance, as part regulatory reforms in the financial sector, the
International Monetary Fund recommended the introduction of Financial Activity Tax (FAT)
in 2010. The IMF report mentions three versions of FAT, in the form of taxation of the volume
of wages and profit of financial institutions, then in the form of taxation of an "income" having
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a form of excessive wages and profits and in the form of taxation of revenues from high risk
involving financial activities exceeding the specified limit.

The first form of FAT, known as the Income Type VAT is the widest one and is used in many
countries due to full or significant exemption of financial services from VAT. It follows from
the calculation methodology alone that it is an interconnection of VAT and income tax. For
example, in Denmark, the rate of this tax applicable to financial institutions stood originally at
10.5%, in 2015, it grew to 12.2% and in 2021 it should rise to 15.3%. At the same time, the
total tax revenue ranges from 0.25% to 0.3% of GDP. In Israel, financial institutions pay FAT
from the sum of the paid wages and legal entities income tax assessment base, and the rate is
set at 16%, i.e. at the same rate as the VAT basic rate. Almost every EU Member State
introduced also other taxes from financial services, and not all of them serve as compensation
for the exemption of financial activities from VAT.

The introduction of Financial Transaction Tax (FTT) is an alternative to the taxation of the
financial sector. It was introduced by the European Commission in 2010, and it was adopted
following discussions on 28 September 2011 in the form of the Draft Council Directive on
common system of financial transaction tax with effect from 1 January 2014. The transactions
with financial instruments between financial institutions, if at least one party to the transaction
is based in EU are subject to this tax. 11 EU Members States (Germany, France, Spain, Belgium,
Estonia, Italy, Portugal, Austria, Greece, Slovakia and Slovenia) opted for the introduction of
the tax. The new tax was introduced with effect from 1 January 2014.

In the Czech Republic, non of the tax that would additionally tax financial institutions have not
yet been introduced.

3. Discussion
The Czech banking system predominantly with foreign owners is stable, profitable and has high
liquidity. It was affected by the last financial crisis only marginally. Therefore, it did not have
to "bail out" from public funds.

It was established on the basis of the performed analysis for 2008—-2015 that the banking sector
in the Czech Republic is not sufficiently taxed. For example, the profit before tax have grown
by 1.7 percentage point faster than LEIT payments in public budgets. An accommodating
government policy contributed to this development by reducing LEIT rate by two percentage
points to 19% since 2010 to all legal entities, but also by "subsidising" selected financial
products to clients of banks. The profits after tax were paid mostly in the form of dividend to
parent companies abroad, and were exempt from income tax according to the relevant EU
directive as a result. These sums amounted to over CZK 30 billion in the most years during the
monitored period. The opposite development in the area of income tax payments of banks or
withholding tax from income from the dividend paid by them in relation to the ever growing
national LEIT yield is quite alarming.

From the perspective of the Czech VAT Act, the banks may not opt under the VAT Directive
to tax the selected financial services or exempt them from tax. They are obliged to exempt these
services from VAT without an option to apply a tax deduction. The non-applied VAT deduction
is reflected in the costs of banks and subsequently in the bank fees rates. At the same time, it is
a generally recognised fact, that these fees of major banks are higher than abroad.

Based on the above, we may recommend to increase the share of the banks in the national tax
yield in a manner that the increase in the tax revenues from banks would at least cover the
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annual "subsidies" from the state budget for some financial products in the scope of approx.
CZK 11 billion, as it is clear from Chart No. 2. This will improve the correlation between the
LEIT payments of banks and national LEIT yield which would better correspond with the high
added value attained by banks.

Conclusion
Changes in tax-related laws are very sensitive in every country as they are significantly
influenced by the public choice. Therefore, an utterly minimal increase of tax yield from banks
in the Czech Republic is being proposed, at least to cover for the annual amount of contributions
paid from the state budget for some financial products provided to citizens. This increase of tax
revenues from banks, or financial sector respectively, can be achieved by introducing the
following:

a) LEIT rate higher than 19%,

b) compensatory tax, i.e. FAT or FTT,
or their combination which represents many alternatives. For these reasons, we do not provided
a specific rate for any of the taxes. If FAT were introduced, we would recommend that the sum
of profit and wages as advised by IMF would become a tax base.

With regard to financial activities and VAT, a change in the VAT Act in line with the VAT
Directive can be recommended, i.e. to allow the providers of the listed services in the Czech
Republic to opt for their taxation with full entitlement to tax deductions or exemption without
an entitlement to tax deduction. The client status, i.e. whether or not he is a payer, may be the
decision-making criterion. At the same time, it would be appropriate to reopen the discussion
regarding these services at the EU level and propose the extension of the list of financial
activities that would VAT taxed as opposed to the current situation. A general recommendation
may be that financial services provided for a charge would always be taxed.

The proposals above are also given in response to the Analysis of the profit drain prepared by
the Office of the Government of the Czech Republic in 2016. It notes the following: "The rate
of profit drain from the Czech economy is at least two times higher than it would be appropriate
under empirical and theoretical assumption derived from the situation on the EU internal
market. The largest revenue drain is experienced in sectors with network character." The
financial sector is the most blatant example.
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THE PATH TO A SCIENTIFIC CONFERENCE:
EXPERIENCE FROM VSFS

VLADISLAV PAVLAT

Abstract

The objective of the paper is to present the characteristics of the conception development of the
international conferences held so far at the University of Finance and Administration (VSFS)
dealing with the problems of financial markets and their regulations and formulate some ideas
for their conception in the future. The journey from the informative-educational conference to
the professional international scientific conference was far from being easy; the only promising
way of organizing further conferences is by means of both narrowing the thematic focus and
increasing quality demands. This paradigm has to be backed by the highest level of conference
services rendered in compliance with the contemporary professional requirements, and thus
facilitating the inclusion of conference proceedings in Web of Science. Important
recommendations have been included in the paper.

Key words

Types of conferences, scientific conferences, types of research papers, impact on education and
research, conferences” quality
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Introduction
The main goal of the paper is the analysis of 8 conferences on financial markets and their
regulation organised by the VSFS since 2003, and the evaluation of their impact on education
and research in the field of financial markets.

A secondary goal is to present a survey of foreign universities' experience in academic
conferences' organisation, typology of conferences, and methods of evaluation. This survey is
a basis for an analysis seeking the answer to the question of the level of compliance of our
conferences with modern international quality standards and practices.

In order to fulfil the main goal, basic documents on 8 previous conferences held at the VSFS
were carefully examined, i.e. mainly the Conference Proceedings.

To fulfil the secondary goal, a number of documents and academic papers from abroad were
selected, explained, and commented (see the List of References). A new conferences'
classification based on 10 criteria has been devised and applied to our conferences' evaluation.
As a result of the analysis, recommendations for future conferences held at the VSFS are
summarised in par. 3 and Conclusions.

Comparative analysis as the main research tool was used to verify the following hypothesis:
“Conferences dealing with financial markets and their regulation held at the VSFS (classified
as informative-educational conferences) have been developing to become fully recognized
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professional international scientific conferences representing a qualitatively higher academic
conferences' model.”

Description of methodology applied: Two tables based on Conference Proceeding containing
absolute numbers were about: 1. Conference Participants, structured in 4 groups (a/ VSFS, b/
other Czech Universities, ¢/ professionals, d/ foreign); and 2. Authors of Conference Papers,
compiled in identical structure. Then the data in % were calculated. An “ad hoc” classification
scheme (based on foreign literature) was prepared, and characteristics of 8 conferences
according to 10 criteria were formulated. Based on comparative analysis, qualitative results
about the character of compared conferences and their impact on education and research were
formulated. In Conclusion, recommendations for future conferences were summarized.

1. Conferences on financial markets and their regulation
In 2003, the first conference on financial markets and their regulation was organised by The
University of Finance and Administration in Prague. Since then, eight conferences were held
and each time their main focus was modified in harmony with the pressing issues of that time
—see Table 1.

Table 1: List of “Financial Markets' Conferences”
Year Conference type/name/dates/venue

1st Conference

2003 Regulation and Supervision of Financial Markets
Prague, 24th — 25th June, 2003
Prague, The Congress Centre of the Czech National Bank

2nd International Conference

Current Financial Markets' Development, Their Regulation
2005 and Supervision

Prague, 14th — 15th June, 2005

Prague, The Congress Centre of the Czech National Bank

3rd International Conference

Current Financial Markets' Development, Their Regulation
and Supervision

Prague, 13th — 14th June, 2007

Prague, The Congress Centre of the VSFS

2007

4th International Conference

Financial Markets and Their Regulation — Development and Current
Situation

Prague, 16th — 17th June, 2009

Prague, The Congress Centre of the VSFS

2009

5th International Conference

Financial Markets, Their Regulation and Supervision in the Course of
the World Financial and Economic Crisis

Prague, 1st — 2nd June, 2011

Prague, The Congress Centre of the VSFS

2011
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6th International Conference

Financial Markets in 2013 — Topical Problems of Their Further
Development

Prague, 29th — 30th May, 2013

Prague, The Congress Centre of the VSFS

2013

7th International Conference

2015 Financial Markets within the Globalization of World Economy
Prague, 28th — 29th May, 2015
Prague, The Congress Centre of the VSFS

8th International Conference
2017 EU Financial Markets: Current State & Future Perspectives
Prague, 25th — 26th May, 2017
Prague, The Congress Centre of the VSFS
Source: Conference Proceedings

The first Conferences had the same title. Later on, the titles were updated and focused on 3-6
topics.

The conferences were based on a central idea, i.e. a close connection of theory and practice.
The selection of papers submitted to the conference respected this principle.

2. Experience from abroad
In this section, selected literature relevant to academic conferences definitions, types of
conferences, forms of conference papers and their writing, conferences ratind and classification
is commented.

Academic conferences are researchers' meeting where they present and discuss their topics and
research results. “A conference is a gathering of colleagues to “confer” about their own and
each other’s work.” (Quora, 2017) The opinions of many authors are similar; it is reflected in
different dictionaries. A definition presented by Klemes (Clean Techn. Environ Policy, 2016)
explains the goal of academic conferences in a clear way: “Scientific conferences are an
important part of the activities of majority of researchers. These are venues for presenting new
research, receiving intermediate feedback and very importantly for networking with the other
researchers. The conferences have been growing in importance as knowledge dissemination
channels.”

The need to discuss the results of research works gave birth to different forms of researchers'
meetings; during the historical development, new forms of such meetings have been found.
They differ by content, goals, participants etc.

In literature, the following forms/types of researchers' meeting are frequently distinguished: (1)
Congress; (2) Conference; (3) Symposium; (4) Seminar; (5) Colloquium; (6) Workshop; (7)
Round Table. (Port, 2016)

Congresses mostly have a world-wide impact on development of different branches; this is the
reason why they - according to some authors - are not included into the above classification.
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When different approaches or criteria are applied, more detailed characteristics of the above
cited forms of meetings differ. There are attempts to distinguish different types of conferences.
In most cases, the different opinions of authors from different countries are caused by the
different historical development of research and its organisation.

It is difficult to organise successful conferences: in fact, it is an art. “Organising a successful
international conference is a demanding task. There are many issues to be dealt with and
neglecting or not paying enough attention to each of them can lower the venue success or even
ruin it completely. The scientific organisers are bidding for their successful future or failure.
The organisers of the conference logistics can finish with profit or loss for their institution”.
(Klemes, ibidem)

There are professional institutions and/or firms which are offering advice and other services to
potential participants of academic conferences. (EU. Cordis, 2016;). Many International
Journals Publishers offer useful advice, how to write research papers etc. (Elsevier, 2016;
Library Sacred Heart, 2016).

There is a vast literature on academic conferences' ratings, conferences' ranking (Conference

Ranks, 2017) and methodology of academic conferences' classification according to research
branches (RAVENSCROFT, J. et al., 2013).

Academic papers' classification is relevant to our conferences' evaluation. One of such
classifications enumerates the following types of academic papers: (1) Analysis papers; (2)
Argumentative papers; (3) Persuasive papers; (4) Cause and Effect papers; (5) Comparison and
Contras papers; (6) Definition papers; (7) Narrative and Descriptive papers; (8) Division and
Classification papers. (OWL.Roanestate.edu, 2017; Profy Essays, 2017). Two main research
papers (analytical and argumentative) were in detail compared by OWL (OWL, 2017)

As for our next academic conference on financial markets in 2019, it is very important to draw
on experience of other Universities papers, especially of European Universities papers.

Our paper presents a new comprehensive classification of academic conferences. This
classification is based on the 10 following criteria:

(1) Content; (2) Goal/aim; (3) Significance of results; (4) Significance of results for a given
branch; (5) Conception of conference; (6) Access to the conference/target participants; (7)
Number of participants/scale of conference; (8) Number of days; (9) Location; (10) Participants
expected activity.

The multi-criterial classification is probably more advantageous for conference evaluation than
a non-systemic description of “conference types ” not based on clear criteria.
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Table 2: Academic Conferences Classification

Criteria

Types

Content

(a) mono-thematic with a narrow (specific) content

b) mono-thematic with a broad content (with a focus on a
list of questions)

(c) other: conference with a number of topics

Goals/Aim/Objective

(a) representative (an anniversary, other important events)
(b) occasional
(c) periodical

Significance of results

(a) world-wide

(b) continental

(c) EU

(d) regional

(e) local

Abbreviated alternative classification (according to
participants nationality)

(f) national

(g) with international participation

(h) international

Significance of results for a
given branch

(a) innovative

(b) conceptual

(c) methodological

(d) informative-educational

Conference General
Conception

(a) educative (nominated speakers; no other papers;
presented, no discussion, only questions expected)

(b) informative-educational (nominated speakers and
speakers presenting papers; questions and discussion
expected)

(c) professional (academics' papers, experts' papers;
questions and discussion expected);

(d) scientific (academic researchers” papers, other expert
papers; questions and a broad discussion expected)

Access to the
conference/target participants

(a) open conference (anybody may participate);

(b) open conference (accessible to participants fulfilling
defined conditions (fees, with a paper or not);

(c) closed (selected invited participants)

Number of Participants/
Conference scale

(a) big (more than 100 participants)
(b) middle-size (up to 99 participants)
(c) small (up to 30-40 participants)

Number of days

(a) one-day,
(b) two-days,
(c) more than two days

Location

(a) at the organizing University site,
(b) outside the University's site

10

Participants' expected activity

(a) submitting a paper; presentation of the paper (.ppt),
active participations on plenary discussions and in
sections;

(b) presentation of a paper (.ppt), active participation in
sections

(c) presentation of a paper
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A series of other partial questions were not analysed, such as for example the usefulness of
individual criteria, ranking of criteria, issues related to conferences' financing etc.

3. Discussion

1 Content. All 8 conferences were evaluated as conferences type 1b. 2 Goals/aims. All 8
conferences were evaluated as conferences type 2c. 3 Significance of results. All 8 conferences
were evaluated as conferences type 2e/2g. 4 Significance of results for branch. Six of the 8
conferences were evaluated as conferences type 4d; Two Conferences (2015 and 2017) - type
4 and type 5c¢.5 Conference General Conception. The 1st, 2nd and 3rd conferences - type 5b;
Fourth and Fifth conference oscillated between the type 5b and type 5c. The 6th conference
was a conference type 5c. The 7th and 8th Conferences are transitory conferences from type S5c
to the type 5d. 6 Access to the conference/target participants. All 8 conferences were valuated
as conferences type 6b. 7 Number of participants/conference scale. Conferences 2003-2011 —
type 7a, 2013 — type 7b, 2015 and 2017 — type 7c. 8§ Number of days. All 8 conferences were
two — day conferences, i.e. type 8b. 9 Location. Seven conferences - type 9a, only one was type
9b. 10 Participants' expected activity. There is an oscillation between 10b and 10c.

The above results are demonstrated by the following two tables illustrating the changing
character of conferences.

Table 3: The numbers and structure of participants (%)

Participants 03 05 07 09 11 13 15 17

VSES 32,0 22,0 32,7 48,1 64,4 65,3 83,3 26,6
Other Unis 5,8 8,8 7,5 7.5 5,6 11,3 7,1 8,8
Professional 59.8 65.4 58,1 42.4 234 1,6 2,3 44,4
Foreign 3,0 2.9 3,7 1,5 0,9 17,7 7,1 20,0

Source: Conference Proceedings

Table 4: Numbers and the authors” structure (%)
Authors 2003 2005 2007 2009 2011 2013 2015 2017
AV 11,7 44,1 42,4 31,0 44,1 54,7 44,8 46,6
Other Unis 4,8 14.7 15,1 13,7 8,8 16.6 10,3 13,3
Professionals 70,5 29,4 30.3 48,2 47,0 2.4 3,4 6,6
Foreign 11,7 11,7 12,1 0,6 - 26,1 37,3 33,3

Source: Conference Proceedings

A further object of the analysis was the conferences' impact on the quality of education.
Changes of relevant courses were examined and teachers interviewed. It has been proved that
the following courses were partially modified: (1) The actual theories of Financial Services
(N_STFS), (2) Contemporary Financial Markets (N_SFT); (3) International Financial Services
(N_IFS-1 and N_ IFS-2).

The list of theses (Bc, Mgr.) were actualized every year.

On the base of the above results, it is evident that there is a unique opportunity to upgrade the
quality of our conferences on financial markets. There is a chance to:

(a) connect more closely our conferences with our University research projects; (b) upgrade the
content and form of presented papers; (c) intensify the contacts with specialists in the field of
financial market research and education in the CR and the neighbouring EU countries; (d) apply
the active marketing methods during the conferences preparatory stages; (e) take care of a full
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evidence from the conferences and publish complete Proceedings on the conference web-side;
(f) give more space to discussion and networking in the conferences time-tables; (g) put more
stress on quality of conference papers and presentations in English language.

It is most probable that in the horizon of the next 5 — 10 years, the present forms of academic
conferences will be prevailing over more sophisticated forms, such as electronic conferences.
However, the conferences' organisation will have to be substantially modernised by means of
administrative agenda automation.

To conclude: The main goal and secondary goal of this treaty were fulfilled; the hypothesis
defined in the Introduction was partially verified. For a stronger verification, statistical analysis
should be extended. Recommendations were included in par. 3 Discussion and in the
Conclusion.

Conclusion
1. Since 2003, VSFS Conferences on Financial markets have been attractive for their
participants. Today, they belong to traditional biennially organised conferences, results of
which are implemented in the process of education both at Bc., Mgr. and Ph.D. levels. The
evaluation of conferences has been positive; conferences have been attractive for academic
teachers, students, research workers and financial market professionals in the Czech Republic
and from abroad.
2. Since 2009, the character and form of VSFS FT Conferences has been changing; in 2009, the
process of international standards implementation started. The character of the last two
conferences (2015, 2017) has been approaching to standards requirements.
3. In 2015, the Conference Proceedings were — for the first time, in addition to the electronic
version on CDs - printed out, and a request to Thomson Reuters was submitted.
4. The current FT Conference (2017) requirements on presented papers quality are more
rigorous than in 2015, when a double blind review process was applied for the first time. All
the reviewers are Professors and/or Associated Professors from VSFS and other Universities in
the Czech Republic, Slovakia and Poland.
5. Since 2009, there has been a distinct general tendency of transition from quantity to quality,
applying stricter requirements on the quality of papers and papers' presentation as well.
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SOME DEVIATIONS FROM RATIONALITY WHEN
INVESTING IN FINANCIAL MARKETS

CTIBOR PILCH

Abstract

According to traditional financial theories, all financial market participants think and act
rationally. Their preferences will immediately adapt to new information and will be based on
maximization of benefit theory. This theory is logical, but fails when applied to real life. That
is why, in response to the malfunction of the theory of efficient markets and rational behavior
models, in practice, a new approach to explaining the behavior of financial market participants
has been created, namely behavioral finance. Theories of Behavioral Finance say that some
financial issues and phenomena can be better described and understood when we use models
where subjects do not have to act rationally. According to this theory, there are many deviations
from rationality. Some are described better, others less. Some are emotional-dependent, they
are called emotional. Others, emotional-independent, are called cognitive. Two of them, one of
each group, are analyzed in the present submission. These are Tolerance to Risk and Anchor
Deviations. The results of a sample survey of 1,350 respondents by the contributor document
the fact that the deviations exist despite age and education.

Keywords
Risk, risk tolerance, anchoring, cognitive deviations, emotional deviations
JEL classification

G21, G23

Introduction
Some deviations from rationality are so-called “Adaptable”, because they allow people to adapt
to certain situations and take more efficient and quicker solutions. These solutions are not based
on detailed rational analysis, but on the use of cost-effective and intuitive designs.

Other deviations from rationality arise as a result of the fact that people do not have the correct
mental mechanisms developed to solve some of the problems, or use mechanisms that are not
very suitable for dealing with these specific problems.

For practical use, deviations from rationality can be defined as systematic errors of investors in
collecting, analyzing and evaluating information, and then in making economic decisions. It is
indeed a systematic error, because a random error does not have to mean a deviation from
rationality. The current science of behavioral finance recognizes many deviations from
rationality and their number is probably not definitive. Some deviations overlap substantially
or may be the result of others. Derogations from rationality can occur at any stage of the
decision-making process. Starting from the form in which the new information is presented,
until the decision is taken. For the purposes of this submission, it seems better to break the
deviations by nature. According to this criterion, we break the deviations from rational behavior
into cognitive, emotional and mixed. (Some sources refer to the cognitive and emotional
breakdown, but we do not see it as sufficiently precise.)
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A.) Cognitive deviations

Cognitive deviations from rational behavior are usually based on incorrect collection, analysis,
and interpretation of information. They can be corrected by learning, possibly by appropriate
financial advice. It should be noted that science cannot satisfactorily explain the origin of these
deviations from rationality.

B.) Emergency deviations

Emotional deviations from rationality in thinking and acting are conditioned by emotional
factors, especially by desire and concern. Not every emotion must be an expression of
irrationality. Emotions, however, support the adoption of fast and economical decisions that are
beneficial especially when the problems are very complex and their rational solution would take
more time than is acceptable. In certain situations, however, emotions can suppress rational
thinking and result in harmful or irrational action. Changing emotional inclinations is much
more difficult than cognitive deviations. Emotional deviations are generally divided in the
literature according to their origin in mental mechanisms to:

1) Derogations that support a willingness to believe something, which affects positive feelings,
even in cases where there is evidence of a false perception of specific phenomena.

2) The deviations that make people strong when refusing to accept phenomena and events that
are unpleasant to people. These are mainly averse emotions.

C.) Mixed deviations

Individual deviations are often intertwined. We do not always know clearly whether a deviation
is cognitive or emotional. Typically, they include both. They are usually a combination of these,
and it is unclear whether emotions predominate, or misinterpreted information. Until now, the
distribution of deviations has been based mainly on their external manifestations and usually
reflects some of the decision-making process in which they occur, or follow the nature of the
deviations. In this paper, I will focus in detail on one deviation from the emotional category,
namely "Risk tolerance" and one deviation from the cognitive category, a deviation called
"Anchoring".

1. Tolerance to risk
From the point of view of declared and true behavior on financial markets, we can distinguish
subjective and objective risk tolerance. Subjective risk tolerance is given by the individual's
attitude towards the risks, attitudes, and preferred pattern of behavior in the area. Subjective
risk tolerance is measured in financial practice by self-assessment of the client, most often based
on the completion of a specific questionnaire, possibly through an interview with the client and
his financial advisor. The great advantage of detecting subjective risk tolerance is that it allows
people to express risk preferences to those who, because of external factors, have to choose less
risk decisions. The disadvantage of detecting subjective risk tolerance is the sensitivity to the
formulation of questions. Objective risk tolerance is given by real patterns of individual
behavior. In the financial field, for example, the share of risky financial products exists in the
overall structure of the portfolio. In financial practice, however, it is not easy to ascertain the
exact volume and structure of an individual's property. To determine the tolerance, resp.
individual aversion to financial risks, it is appropriate to combine both types of surveys,
subjective and objective. Several studies have shown that there is a relatively strong correlation
between subjective and objective tolerance. After eliminating external factors, especially socio-
cultural and socio-economic, subjective and objective tolerance should overlap. Different levels
of risk tolerance between individual social, economic and demographic groups are most likely
due to evolutionary adaptation. In older times, for example, higher hopes for survival were vital,
persistent and agile individuals who were able to cope with the physical hazards presented to
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them by the surrounding environment. At present, individuals who know how to deal with risks
in business, financial markets, sports, and so on are most supported. However, cultural factors
also affect the level of risk tolerance. A large part of the personality identity is created under
the influence of a particular social group, such as a nation, ethnicity, religion, employment, etc.
Individuals take the norms of these social groups and identify them to a greater or lesser extent.
Some religions, for example, forbid their gambling members, while others reserve some risky
activities, Sport, or business for men only and so on. Genetic, biological, social and economic
factors are combined with each individual. Given the current state of knowledge, it is not
possible to precisely determine the proportion of each factor on the risk tolerance level.
However, risk tolerance research shows that individual differences in tolerance are significantly
higher than differences between groups. For example, many researchers have shown that
women have less risk tolerance than men. However, this does not mean that every woman is
necessarily less tolerant of risk than a man. The range of risk tolerance within each gender is
much higher than the margin of tolerance among genera. Risk tolerance is manifested in very
different situations, from sport, through the style of driving, lifestyle, type of work to investment
in financial markets. In the literature, risk tolerance has long been debated whether there is any
fundamental tendency towards higher or lower risk tolerance in general or whether a particular
individual tolerates different types of risk in another way. There are, for example, people who
engage in extreme sports, but in their financial portfolio they have predominantly conservative
financial products. On the other hand, there are cases where investors have risky financial
products but prefer a conservative style to their personal lives. However, the mismatch between
tolerance of financial risks and other types of risks can also be caused by factors such as limited
knowledge of financial products, limited access to financial markets (for example, due to low
incomes), a small supply of risky financial products at a particular time, place, (For example,
before 2000 there were no equity funds in Slovakia, and almost all investors could only choose
from conservative financial products even though some would prefer products with a higher
degree of risk and yield). External circumstances, including cultural and social impacts, can
significantly alter the natural tendency towards higher or lower risk tolerance.

Factors influencing tolerance to risk:

* Male: Generally, men have a higher risk tolerance than women. This view is confirmed
by individual studies and analysis of several studies on gender differences in risk tolerance
(Byrnes, Miller and Schaffer, 1999). This study, among other things, states that men
showed higher, sometimes significantly higher, risk tolerance in 14 out of 16 types of risk
behaviors.

» Age: Several studies agree that the risk tolerance increases with increasing age. For
example, research by Claudius Sahm (2007) indicates that HRS respondents (mostly
people aged 50 and over) each year will experience a general tolerance for risk 1.7%, i.e.
about a fifth in 10 years. The most striking is the aversion to risk after the 65th year of life.
The influence of age may, however, be altered by education. Highest levels of education
are reached after reaching the age of 25, respectively, but in many cases even later.
Because education is positively correlated with risk tolerance, two differently equal persons
at the same age may have a different risk tolerance in view of the different levels of
education attained.

* Education: Virtually all research on tolerance of financial risks is in the opinion that
educated people are more tolerant of risks. The causes and direction of this is not clear. On
the one hand, it can be assumed that educated people can better assess the risks and thus
better tolerate them (people usually have the most concerns about things they do not know
or understand). Education can give people a sense of competence that is proven to increase
their willingness to take risks, even if their competence fails to cope with the actual



118

knowledge of the phenomenon. On the other hand, education itself may be more tolerant
of risk. In particular, college education is associated with accepting income loss during the
study period. Another factor that blurs the impact of education on the tolerance of financial
risks is the income or wealth. The amount of income and wealth is usually correlated with
education, because educated people earn more on average. Rich people have more risky
products in their portfolios. However, in particular, people with higher education tolerate
financial risks better than people with primary and secondary education.

These factors will be discussed in more detail.

The other factors:

* Type of economic activity

* Income and wealth

* Source of wealth
* Life cycle phase

On a survey of 1350 respondents surveyed between 2012 and 2016, I tried to prove the validity
of some of the claims in the previous text, and so to prove the existence of some deviations
from rationality and their dependence on various factors. The sample consisted of 1 150
students from the University of Economics and 200 students from the Faculty of Civil

Engineering of the Slovak Technical University in Bratislava.

The first part of the questionnaire focused on the tendency of respondents to risk.

1. What do you think first of all, if you hear the word "risk"?

Results 1 1st year Istyear | 3rdyear | 3rd year | Sthyear | 5thyear

Men EU | Women Men EU | Women | Men Women
EU EU SvF STU | SvF STU

Mainly danger 12% 28% 10% 25% 14% 31%

More uncertainty 42% 66% 35% 59% 39% 61%

Rather opportunity 22% 4% 29% 12% 27% 35%

Extreme excitement 24% 2% 26% 4% 20% 3%

2. What do you think are your investment experiences?

Results 2 Ist year 1st year 3rd year 3rd year | 5Sthyear 5th year

Men EU | Women Men EU | Women Men Women
EU EU SvF STU | SvF STU

I do not have much

experience so far. 38% 72% 22% 65% 36% 66%

I have some experience 26% 22% 33 % 25% 31% 27%

I have average

experience and I know

what revenue [ can 34% 4% 38% 7% 32% 6%

expect from a certain

type of investment

I am experienced and

have enough knowledge 2% 2% 7% 3% 1% 1%

about investing




119

3. What kind of financial products do you have your own experience with? (Please mark

more options)?

Results 3 Ist year 1st year | 3rd year 3rd year | 5thyear 5th year

Men EU | Women Men EU | Women Men Women
EU EU SvF STU | SvF STU

I have a term 15% 16% 22% 9% 21% 9%

deposit at the bank

I have a life 44% 48% 40% 51% 39% 49%

insurance policy

I have building 26% 20% 27% 29% 27% 21%

savings

I have a savings 15% 16% 11% 11% 13% 21%

account, resp. other

4. You have to choose between a certain but less paid job or a less secure but more
profitable job or business. Which option do you choose?

Results 4

st year

1st year

3rd year

3rd year

Sth year

5th year

Men EU

Women
EU

Men EU

Women
EU

Men
SvF STU

Women
SvF STU

I'm sure,

longer employment,
less paid

I prefer a little bit less
place,

but with perspective
growth of salary
More likely a less
secure place, but
with a perspective
higher wage growth
The possibility of
high earnings is for
me more than job
security

6% 22% 2% 15% 10% 19%

26% 62% 23% 63% 22% 61%

40% 12% 41% 14% 35% 13%

28% 4% 34% 8% 33% 7%

In my first question, I understand the risk as an opportunity, less of a danger. Women are more
cautious and less brave in our sample than the average of our sample. The bold group in the
"Main Opportunity" and "Excitement" rows oscillating up to about 50%. The behavior of our
sample moderately supports the claim that people with higher education have higher tolerance
for risk.

In the second question, which examines investors' investment experience, the survey has come
to pass: our students are re-evaluating their experiences and unrealistically evaluating their
experiences (about 60% of them are considered as experienced investors, or have the impression
that their knowledge is reasonable, one third is willing to admit that it does not yet have much
investment experience.

There is another question about personal experience, especially lesser-known (so-called)
financial products. Approximately 70% of respondents report that they have a life insurance
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policy and building savings, that is, the low-risk products they have made in most of the cases
their parents. The fourth question, which looked at the preference for a smaller, but more
onerous salary or uncertainty, came as follows: Our students prefer the possibility of higher
earnings; only about 2-10% of men and 15-22% of women do not prefer it. This also confirms
the high risk tolerance of our respondents. It is related to higher education and lower average
age. We observe somewhat lower risk tolerance for Students at the Faculty of Civil Engineering.
They are probably aware of a smaller range of economic knowledge than students of the
University of Economics. However, the stated risk tolerance is quite large.

In general, young people and people without a commitment tend to risk more behavior. We
justify this with a low level of life experience, and with whoever does not have a family, he has
almost no responsibility for his surroundings. Considering that the observed sample has an
average of 23 years, it can be assumed that it has no obligations.

2. Anchoring
Anchor is a deviation by means of which the person in determining whether or not to estimate
any value of the magnitude is based on the first information that is available.

This information is often very inaccurate, it is misleading, and sometimes unrelated to the
problem. In the event that further information is added which can shift this value in both
directions, ie upwards or downwards, the person usually takes the first value as a refrain. The
following are examples of this.

Read questions carefully and answer:

Question #5.

A) How many people do you think is the second largest city in Russia - Sankt Peterburg / in
Slovakian the name of Saint Petersburg /? If you do not know the exact answer, do not mind,
try answering other questions:

B) Is there more than 2 million inhabitants? / Do you think the right answer / yes no

Ca) If you answered yes, then answer: is this more or less than 2.5 million? Circle the answer
that is closer to you / less

Cb) If you did not answer, then answer: is it more or less than 1.5 million? Circle the answer
that is closer to you / less

D) How much do you think it is about? / Write the amount in millions /

Results 5 Ist year Istyear |3rdyear | 3rdyear | Sthyear | 5thyear

Men EU | Women Men EU | Women Men Women
EU EU SvF STU | SvF STU

Actual value 5 mil. 5 mil. 5 mil. 5 mil. 5 mil. 5 mil.

Average 3,91 mil. | 3,2 mil. 4,4 mil. 3,7 mil. 3,2 mil 3,4mil

estimate

Number of

responses in 43% 45% 44% 47% 43% 49%

boot interval

Although Sankt Peterburg has 5 million inhabitants, the average estimate was 3.71. But it is
more than the data interval we have provided to the respondent. This anchorage was not very
noticeable even though the number of people in our introductory interval was 43-49%.
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An additional 51% of the people could not be caught. Probably it's because we chose a little
interval.

Question # 6.

A) What large area in km? do you think China has? If you do not know the exact answer, do
not mind, try answering other questions:

B) Is it more than 5 million km?? / Do you think the right answer / yes / no

Ca) If you answered yes, then answer: is this more or less than 6 million? Circle the answer that
is closer to you / less

Cb) If you answered no, then answer: is it more or less than 4 million? Circle the answer that is
closer to you / less

D) How much do you think it is about? / Write the area in km?/

Results 6 Ist year Istyear | 3rdyear |3rdyear | Sthyear | 5thyear
Men EU | Women | MenEU | Women | Men Women
EU EU SvF STU | SvF STU
Actual value 9,6 mil. 9,6 mil. 9,6 mil. 9,6 mil. 9,6 mil. 9,6 mil.
km? km? km? km? km? km?
Average 547 mil. | 5,1 mil. 5,2mil. | 4,82 mil. 5 mil. 5,4 mil.
estimate km? km? km? km? km? km?
Number of
responses in 61% 62% 67% 65% 66% 68%
boot interval

In this case, the estimate is very different (almost half) and, on average, 65% of respondents
have suffered the anchor caused by the information provided.

Question # 7.

A) How many inhabitants does the Slovakian city of PreSov have? If you do not know the exact
answer, do not mind, try answering other questions:

B/ Is there more than 50,000 inhabitants? / Do you think the right answer / yes

Ca / If you answered yes, then answer: Is it more or less than 55 thousand? Circle the answer
that is closer to you / less

Cb / If you did not answer, then answer: is this more or less than 45 thousand?

Circle the answer that is closer to you / less

D) How much do you think it is about? / Write the number of inhabitants in the whole thousands /

Results 7 Ist year Istyear |3rdyear |3rdyear | Sthyear | 5thyear

Men EU | Women | MenEU | Women | Men Women
EU EU SvF STU | SvF STU

Actual value 91,8 tis. 91,8 tis. 91,8 tis. 91,8 tis. 91,8 tis. 91,8 tis.

Average 63,2 tis. 56 tis. 66 tis. 52 tis. 51 tis. 52 tis.

estimate

Number of

responses in 41% 63% 47% 1% 72% 72%

boot interval
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Given that 99% of our respondents live in Slovakia, we assumed that the third largest city in
the Slovak Republic would not even be anchored. But we were wrong. The estimate differed
by one third, more women, and 49% for men and 69% for women. Here too the anchor works.
Conclusion

In general, young people and people without a commitment tend to risk more in their behavior.
We justify this with a low level of life experience, and with whoever does not have a family, he
has almost no responsibility for his surroundings. Considering that the observed sample has an
average of 23 years, it can be assumed that it has no obligations.

Men are more prone to risk than women, and are more tolerant of risk. Some authors justify
this by the division of labor in ancient times, where men have riskier activities. Women are less
interested in investing, less interested in less interest, so they are likely to be less competent in
financial matters than men, so they are less willing to take the risk. They take investment
decisions at a higher degree of uncertainty than men, and therefore choose more conservative
investment strategies than men. Men are considered more experienced and better informed. It
is usually excessive self-confidence. Women's decision-making is more responsible.

Even the existence of a deviation has been confirmed.

Although our students also studied geography, it was confirmed that the data we wanted to
obtain from them underwent this deviation. A substantial majority of them fled to the first
possible misleading information. And the results were the same.
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IMPACT ON PSD I IMPLEMENTATION FOR THE
PAYMENT SERVICE

OTAKAR SCHLOSSBERGER

Abstract

On 12 January 2016, Directive (EU) 2015/2366 of the European Parliament and of the Council
on payment services in the Internal Market entered into force (hereinafter referred to as the
"PSD II" Directive). The Directive, inter alia, requires financial institutions keeping the
payment accounts of their clients to make their systems and clients” data available for the third
party services under certain conditions, if the client asks for it. This fact can lead to the creation
of new business models. The aim of this article is using the methods of descriptive analysis to
point out the expected possible changes within the providing of payment services according to
PSD II and the legal status of entities that would like to provide the payment services after PSD
IT implementation. The contribution will be based on the hypothesis that "PSD II
implementation will improve quality in providing payment services to end users". The author
concludes that by PSD II transposing into the legal system of the Czech Republic the number
of payment service providers from non-banking companies will increase and this fact will
increase the competition in this sector. By this statement the hypothesis was established.

Keywords

PSD II, payment services, payments, provider, administrator.
JEL classification

G21, G23, K23

Introduction

Payment services are regulated in the Czech Republic (hereinafter referred to as "CR") as of
2009, namely by Act No. 284/2009 Coll., on payment transaction (hereinafter referred to as
"ZPS") [4]. In the area of payment transactions, however, this was not the first regulation, as it
was ensured already in 2003, namely by Act No. 124/2003 Coll., on transfers of funds,
electronic payment instruments and payment systems. The law regulated "the history of
payment transactions and clearing for the first time and in full" [11] incl. legal regulation of
payment systems with irrevocability of clearing. This law further introduced the concept of
electronic money into the Czech legal order [3]. At that time, CR was preparing for accession
to the European Union ("EU") and therefore it had to transpose some legislation at the level of
directives into the Czech legal order.

Therefore, before the descriptive analysis of Directive (EU) 2015/2366 of the European
Parliament and of the Council of 25 November 2015 on payment services in the internal market,
amending Directives 2002/65 / EC, 2009/110 / EC and 2013/36 / EU and Regulation (EU) No
1093/2010 and repeals Directive 2007/64 / EC (PSD 1I) as regards payment services and their
providers, we will recall the current state of payment services (i. e. May 2017) and the entities
that can provide it. Further it will be point out the expected changes within the providing of
payment services under PSD II and the legal status of these entities that will want to provide
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payment services after PSD II implementation in order to confirm the established hypothesis
based on the premise that "implementation of PSD II will improve the quality in providing of
payment services to the end-users".

1. Payment services versus payment transactions

From a general literature dealing with, among other things, payment transactions, it is possible
to choose, for example, a characteristic according to Mr. Poloucek, who defines it as "the
relationship between the payer and the payee in which the payment occurs, i. e. the transfer of
monetary assets between the payer and the payee". From this general definition it can be
inferred that various payment instruments regulated by special legal regulations can be used (eg
cash-in-bills in the form of banknotes and coins [1]), documentary payments [ 15], cheques [13],
transfer orders [4], etc.).

Payment services are a category that first appeared in autumn 2009 in connection with the
effectiveness of the ZPS. What is considered to be a payment service is defined in a clearly
exhaustive list of ZPS [4, § 3]. These are the following activities:

e cash deposit on a payment account,

e cash withdrawal from a payment account,

o transfer of funds at the initiative of the payer (payment), the payee (collection) or on
the payer's initiative through the payee (debit card payment transaction), unless it is a loan,

o transfer of funds at the initiative of the payer, the payee or the payer via the payee
(credit card payment operation) to which the credit is granted,

e issuing and administration of payment instruments and payment facilities,

o transfer of funds where neither the payer nor the payee uses the payment account, 1. e.
the so-called money transfer,

e payment transaction by the provider of the electronic communication services, if the
payer's consent to executing the payment transaction is given through an electronic
communication equipment,

¢ non-cash foreign currency trading, unless it is an activity that is an investment service
under the law governing a capital market business [13].

In order to avoid various interpretations, what is considered a payment service and what is
not; the ZPS also sets the so-called negative definition of the payment service. The payment
service 1s therefore not considered as:
e preparation, collection, processing and delivery of banknotes and coins,
e exchange activity,
e issue of cheques, bills of exchange or traveler's cheques in paper form,
e issue of paper vouchers for goods or services,
e issue of postal bills according to a special legal regulation [2],
e payment transactions between payment service providers or their agents on their own
account,
e payment transactions executed within the payment system,
e payment transactions carried out under the management of securities,
e cash payment by the supplier of goods or services to the customer within the payment
for goods and services and some other activities.

It is therefore clear from the above that payment transactions can be considered to be wider
than payment services in view of the fact that it includes wider legal relationships between
clients - the client and its bank - given by a wider range of payment instruments. This claim can



125

be based on the legal bases set out in the ZPS. Payment and related services may only be
provided by banks or credit unions under special legal regulations [14].

The payment service is then a category that contains only selected payment instruments but
may also be provided by other entities (see below). Therefore, payment services do not, as
mentioned above, include the issue of checks and their clearing, the implementation of
documentary payment transactions as a payment-hedging instrument, providing a guarantee or
the collection of bills of exchange.

2. Payment service providers
Who can provide payment services is specified in § 5 of the ZPS. It is about:

o banks under the terms and conditions laid down by law regulating the banks” activities,

o foreign banks and foreign financial institutions under the conditions stipulated by the
law regulating the banks” activities,

e savings and credit cooperatives under the terms and conditions laid down by the law
regulating the activities of savings and credit cooperatives,

e clectronic money institutions,

o foreign electronic money institutions,

e small e-money issuers,

e payment institutions,

o foreign payment institutions,

e small e-money providers,

e Czech National Bank.

It is clear from the overview that in 2009 ZPS has identified several new entities that can provide
payment services. These new subjects are governed by the ZPS, which sets the rules for their
creation. The regulation represented by the ZPS itself contains transpositions of the relevant
EU directives. The ZPS has introduced the "payment service provider" category, which includes
not only banks or savings banks and credit cooperatives as typical providers of payment services
but just these new entities. Payment service providers may develop their business on the basis
of a business authorization or registration. Under EU law, payment services can also be
provided on a cross-border basis, under the authorization or registration with the home
supervisory authority and supervision.

Table 1 shows the evolution of the number of payment service providers (excluding banks and
credit unions) between 2009 and 2017.
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Table 1: Development of non-banking entities that can provide payment services

To31.1. To31.1. To31.1. |To3l.l. To31.1. To31.1. To31.1. To31.1. To31.1.
Category 2009 2010 2011 2012 2013 2014 2015 2016 2017
Payment
institutions and
branches of foreign 0 3 3 16
payment
institutions

[
(3%}
(=]
w
(=]
=]
[
=]
(%)
[

[
[

Small payment 0 0 54 61 78 96 121 136

institutions

Electronic money
institutions and
branches of foreign 0 0 0 1 3 3 3 3 3
electronic money
institutions

Smalle-money 51 55 54 16 6 5 6 7 11
issuers

Foreign payment
institutions
providing cross- 0 19 43 101 147
border services in
the Czech Republic

[
(=]
(=]
(3]
e
h

301 342

Foreign electronic
money institutions
providing cross- 8 8 10 13 20 27 40 64 96
border servicesin

the Czech Republic

Source: author's own editing from the CNB sources and Final Reports from the impact assessment of
the regulation on the proposal of the ZPS. [9]

Table 1 shows that at the end of January 2017 up to 620 non-bank entities could provide
payment services. Unfortunately, it is not easy to ascertain from the available sources whether
e-money providers have been granted the authorization or registration to provide payment
services. However, we assume that they have this registration or authorization, because ZPS
allows it. [4, § 46 para 2 point b) and c), respectively § 53 (para 2 and 3)]. 47 banks or branches
of foreign banks and 10 savings and credit cooperatives can be added to this.!!

Graph 1 shows the development of the number of non-banking payment service providers.

! Status as of April 2017.
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Graph 1: The development of the number of non-banking payment service providers
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Source: author's own editing from the CNB sources and Final Reports from the impact assessment of
the regulation on the proposal of the ZPS. [9]

From the above overview, it can be stated that the number of entities that can provide payment
services can be considered sufficient with respect to the number of inhabitants living in the
Czech Republic. If we assume that in CR there are 10 578 820 inhabitants in 2016 [7], then to
one provider of payment services incl. banks and savings banks it belongs 15 626 citizens, incl.
children. Similar considerations could be applied also to the companies. At the same time it can
be assumed that not everybody uses or will use the payment service provider, in particular non-
banking. Nevertheless, a gradual trend in increasing their numbers can be expected. This can
be particularly evident in the category of payment service providers of small payment
institutions, which can be attributed to tighter regulation within providing of consumer loan.
Especially non-bank providers of these loans are gradually finding new activities that may be
related just to the intermediation of funds from the payer to the payee. Last but not least, their
growth in 2016 and beyond may affect the validity of PSD II.

Since 2009, there has been a gradual increase in individual categories, with two entities
developing differently. It is a foreign payment institution providing cross-border payment
services and small payment institutions. A relatively dramatic increase in the number of cross-
border entities can be attributed to the clear application of the common European license to
payment institutions from the EU host countries, respectively EEA.12 Interesting was the
decline of small-scale e-money issuers. After 2011, they dropped dramatically by as much as
by 2/3. This development can be attributed to the fact that after the effectiveness of the PSA

12 European Economic Area.
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many companies, especially carriers or state authorities assumed to issue electronic money or
use means of payment with electronic money, but later it became clear that either CNB
registration is not necessary, or they left their intention.

3. Payment Services and PSD II
The PSD II Directive characterizes payment services in an exhaustive list in Annex 1 as follows
[8]:

1. Services enabling inserting cash into a payment account as well as all the operations
required for a payment account operating.

2. Services enabling cash withdrawals from a payment account as well as all the operations
required for a payment account operating.

3. Implementation of payment transactions, including transfer of funds into a payment
account with the user's payment service provider or with another payment service
provider:

a) execution of direct debits, including one-off direct debits,
b) execution of payment transactions by a payment card or a similar instrument,
¢) execution of payments, including standing orders.

4. Execution of payment transactions for which funds are drawn from credit for payment

service users:

d) execution of direct debits, including one-off direct debits;

e) execution of payment transactions by a payment card or a similar instrument;
f) execution of payments, including standing orders.

Issuing payment means or accepting payment transactions.

Money remittance.

Payment initiation services.

Account information services.

PN

The draft Payment Transaction Act, which is a response to the PSD II transposition obligation
no later than 18 January 2018, in its § 3 [5] exhaustive list of payment services fully accept and
a non-cash foreign currency transaction is also be considered as for the payment service, If it is
not an activity which is an investment service under the law regulating the business on the
capital market.

If we compare the list of payment services by PSD I and PSD 11, we can come to this conclusion:

The payment services listed above under ad 1) to (ad 6) are essentially unchanged. PSD II
introduces two new payment services, namely the initiation of payment and the account
information service. From the original PSD I payment list, falls out the service labeled as
"execution of payment transaction by an electronic communications service provider if the
payer's consent to execute a payment transaction is given through an electronic
communications instrument." [4, § 3 point g)].

What fact did European legislators say that this service has been omitted? In the author's view,
this is a method of payment transaction executing that essentially corresponds to a payment
service consisting in the transfer of funds at the initiative of payer, payee or by payment card.
From the nature of the payment service it does not matter whether the carrier of the payment
order is a paper carrier and as a distribution channel is used a stone branch or its collection box
or it is an electronic order form filled out in the computer screen when using the Internet or
using mobile applications or credit cards. The author of this paper is of the opinion that PSD I
has defined payment services more appropriately.
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What can you imagine under the Payment Initiation Services (PIS) and Account Information
Services (AIS)? Payment initiation service can initiate a payment order at the request of a
payment service user in relation to a payment account held with another payment service
provider, for example, with the bank. This is a possible innovative way of paying, especially
through mobile and internet applications. Although these methods of payment use the classic
bank account infrastructure, but unlike normal bank transfers, the payee receives, at the time of
the payment order, information on whether there is enough money on his account, so the
recipient can already dispatch the goods or provide a service. It is an alternative to card
transactions on the Internet. An on-line service is considered to be an account information
service providing consolidated information about one or more payment accounts of a payment
service user either with another payment service provider or with more than one payment
service provider. These services will be run through open application interface programming
(API). This will clearly lead to a widening of the range of payment services compared to PSD
I. This is therefore a fundamental change when the owner of banking information will not only
be banks but end-users who can choose which of the regulated third parties to entrust their
information. AIS and PIS operators will therefore radically change the current face of banking,
as banks will no longer be privileged players on the market, bringing them up to competition
that will be able to offer the same and new services to end-users.

PSD II, respectively the forthcoming ZPS recodification, brings other news. This is in particular
the following [6]:

1) Strong user authentication.
Strong user authentication will be required to enter a payment transaction over the
internet or another electronic channel. This measure aims to ensure greater security of
Internet payments. For strong authentication, a combination of at least 2 validation
methods - user-known information (e.g., login information), the item the user has in his
/ her power (e.g. mobile phone), biometric data (fingerprint or even selfie) are required.
The change from the current status is in that the duty of strong verification is given
directly by law. Currently, strong client authentication occurs only on a voluntary basis
of the recommendations of the European Banking Authority, but that many banks
already comply.

2) Reduce the user's liability limit in an unauthorized transaction.
This reduced limit will be used if the payment transaction is due to the use of a lost /
stolen card or misuse of the card. A reduction of EUR 150 to EUR 50 represents a
significant protection for the cardholder.

3) Adjustment of funds blocking.
So far, funds blocking has not been regulated. Now, for example, when using a self-
service petrol station or when booking a hotel, it is only possible to block the amount
to which the user has given his / her consent. Once the bank has learned the true
amount of the transaction (the actual amount of fuel or hotel services), it must cancel
the block.

4) Confirmation of funds balance.
This is an attempt to provide an alternative to classic card schemes. An independent
card issuer then collects funds through a standard collection from the consumer's
account.

5) Electronic identity certificate.
The Electronic Identification Act, which adapts Regulation (EC) No 910/2014 of the
European Parliament and of the Council of 23 July 2014 on electronic identification and
trust services for electronic transactions in the internal market and repealing Directive
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1999/93 / EC and its requirement: "If a legal provision or the exercise of an identity
requires probative function, it is possible to demonstrate the identity using electronic
identification only through a qualified electronic identification system (hereinafter
referred to as the "Qualified System")" is not identical to the requirement of the identity
certificate used by this law . The Payment System Act does not create the obligation to
prove identity under the Electronic Identification Act. Thus, the identity of the ZPS can
be certified by other means.

As for payment service providers, there are also some changes, namely the extension of the
existing set of providers. These are the following newly listed entities:
e payment account manager under the terms of the ZPS,
o foreign payment account administrator under the terms of the ZPS,
e a postal license holder whose postal license explicitly includes a money amount
delivery service by postal money order.

What is interesting about this extension is that even though the payment account information
service is a payment service, the PSD II and the ZPS suppose that entities providing such
services would receive a special permit from CNB. A similar regime applies to this group of
providers as to payment institutions, but with certain exceptions. Payment account information
providers may also use united European passport. The conditions for granting authorization to
the activity of the payment account information provider are similar to those of the payment
institution, but the individual person may also be the applicant and the authorization holder.
The initial capital is not required against the payment institution, but the management and
control system and the credibility and professional competence of the management are required.
However, it is assumed that the payment account information managers do not make payment
transactions, so their services do not include the liquidity risk. These entities will only have to
keep secrecy. In line with PSD II, the proposal of the ZPS includes, as a payment service
provider, also the postal license holder, but only within the service consisting in the delivery of
the money amount by a postal voucher.

Conclusion

Payment services are now an integral part of the financial services offered by a wide range of
payment service providers. The implementation of PSD II into the CR legal order will
significantly affect the ways and the extent of their providing. Other payment service providers
will be created, incl. new entity — payment account information administrators. As the analysis
of the development of these providers showed, their number is constantly increasing. PSD 11
was published already in 2015, so some entities are preparing for the new conditions well in
advance. However, an application for authorization as an account information manager may
only be submitted by the applicants after the new ZPS has been effective. The same will apply
to obtaining authorization as a PIS payment service provider.

The aim of this paper was to point out using the descriptive analysis method the expected
possible changes in payment service providing according to PSD II and the legal status of the
entities that will provide payment services after PSD II implementation. This article was based
on the hypothesis that "implementation of PSDD II will improve the quality of payment services
to end-users". The author is of the opinion that the presented study achieved the stated goal and,
at the same time, the supported arguments attested the legitimacy of the established hypothesis.
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BARRIERS TO CROSS-BORDER PORTFOLIO
CAPITAL FLOWS IN THE DIGITAL ERA

SYLWIA TALAR

Abstract

The aim of this paper is to answer the question how the international movement of portfolio
capital is influenced by the digital revolution. The financial market has been already the most
globalized area in the world economy. The constraints on cross-border financial flows are the
least among others, like goods, services or people (workforce). The fast and multidimensional
development of ICT bring about ongoing reduction of obstacle to processing and transferring
of information (minimizing information asymmetry), computerization of transaction process
and just new phenomenon in the capital flows such as high frequency trading (HFT). It is
generally acknowledged that the new ICT remove the time and distance barriers in the world.
It could even be interpreted as the lack of barriers to financial capital movement. The paper,
taking into account recent research development and analyzing the main features of HFT,
indicates existing barriers to portfolio capital flows and describe their changing nature.

Keywords

portfolio investment, digital economy, high frequency trading, ICT, cross-border capital flows
barriers

JEL Classification
F20, F65, G11, O33

Introduction

Disruptive changes in the economic environment brought about by ubiquitous use of
information and communication technologies (ICT) raise new questions and theses for possible
results of on-going transformation. The Internet constitutes a major change of the global level
playing field by combining information and communication function and digitisation of
content. During the first phase of ICT development and commercial deployment of the Internet,
a lot of analyses indicated and stressed that technological progress expands network of global
flows, stimulates globalization process in previously unimagined way. In this respect, special
attention should be given to the global financial movement which grew just fastest among all
other types of flows — more than five times in relation to GDP over the period 1980-2007 (from
4% to 21% of GDP) (Manyika, Bughinand, Lund at al., 2014, p. 27). In the second phase, which
has started since the beginning of the global financial meltdown, cross-border financial flows
have suffered decrease. After the huge down turn, these flows were stabilized at around 5% of
GDP in years 2010-2014 (Bussiére, J. Schmidt and N. Valla, 2016, p. 5). This trend has also
been particularly evident in portfolio investment. Despite systematic rise in the share of global
portfolio investment in GDP over the period 1980-2007 (from 1.2% annually in 1980-1989 to
4.2% in 2000-2007) (Rankin, James and McLoughlin, 2014, p. 65-72), the decline that has
taken place since the start of the financial crisis seems to be a more permanent phenomenon.
Considering these changes, it is also brougt on a question on the causes of this situation and
especially the real role of digital revolution in the reduction of any type of barriers to
international flows.
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Technological development has its own features and regularity. The first phase of the
implementation of new technological solutions often leads to the exaggerated expectations and
their effects may be incorrectly assessed (like it is shown in the Gartner's Hype Cycle). So, we
need a deep and continued studies on the impact of current technological progress on the
economic processes. The aim of this paper is to answer the question how the digital revolution
influences international movement of portfolio capital. Taking into account that fast and
multidimensional development of ICT brings about ongoing reduction of obstacle to processing
and transferring of information (what is seen as minimizing of information asymmetry) and
especially computerization of transaction process (i. e. virtualisation of stock exchanges and
online dealing) it is easily understood that new ICT removed the time and distance barriers in
the world and other barriers to cross-border portfolio investment. One of entirely new and
especially interesting phenomenon in the portfolio capital flows is high frequency trading
(HFT) based on automation of decision and transaction process. So, it is a case which is
analysing in this paper to show changing nature of barriers to portfolio capital flows. Moreover,
the paper provides a review of literature in this field. This contribution should serve to highlight
the problem of changes in the character of old phenomena but not replacement of old problems
by new ones.

1. The literature review

The capital is widely considered to be the most internationally mobile production factor, in the
flow of which there is as a rule no restrictions and the financial market is perceived as the most
globalized one (Daniels and Hoose, 2011, p. 10-12). The portfolio investment which commonly
comprises trading of securities such as equities or bonds should be the best example of it. This
investment based on the Markowitz's portfolio rule (1952, p. 77-91) is characterised by
diversification and short-term perspective of capital flows. These make portfolio capital
movement more liquid and therefore also more internationally mobile than other types of capital
flows. However, many research and observations indicate a certain gap between theory and
practice. There is in reality disproportionate domestic concentration in portfolio investment
with regard to the level justified by financial theory (e.g. Gregoriou, 2007, ch. 3). This
commonly observed phenomenon is named the equity home bias. The preference for home
assets despite potential advantages arising from international diversification is also identified
as one of the six major puzzles in international macroeconomics (Obtsfeld and Rogoft, 2001,
p- 339 - 412).

The statement that there is a lack of transaction (trading) costs in the capital flow and therefore
its mobility was undermined even at the very beginning of the 1980s (Gordon and Bovenberg,
1994). Many hypotheses have been emerged in the literature trying to explain the causes of the
equity home bias. It has been indicated different factors determining the flows of capital such
as behavioral and cultural aspects, regulatory barriers to foreign investment, governance issues,
trading costs and combination of all these factors, but the information asymmetry between
domestic and foreign investors has been considered to be the most reliable explanations of the
shortage of its international mobility. Portes and Rey (2005) reviewed such studies. These
analyses have been using various approximate variables of information flows, e.g. the intensity
of international telephone calls, number of foreign bank branches or the degree of overlap in
trading hours between specified financial centers. In all cases the correlation between
information flows and volume of concluded financial transactions was confirmed. Domestic
investor is in possession of significantly better and more reliable information, both on the trade
volume of the specific financial instruments on the internal market as well as on the market
structure, particular companies, institutional and regulatory arrangements, macroeconomic
developments and their prospects or he is able to obtain it cheaper and faster than foreign
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investor. These information gaps are fairly obvious, but relatively interesting finding of the
research is identifying a geographical distance among factors with detrimental effects on the
information asymmetry and thus cross-border portfolio flows. Physical distance constitutes a
barrier to interaction among economic operators and, more generally, the cultural exchanges.
Cultural differences in turn have a negative effects on international economic relations. Portes
and Rey (2005) refer to studies in this field. They also in their own research confirm that the
gravity model explains determinants of international financial transactions as well as
international trade in goods. It follows from this that scale of capital movement depends on size
of the market both the investing country and destination country and also transaction costs
which in turn are determined by information and efficiency of the transaction technology
(Portes and Rey, 2005, p. 269-296; Portes, Rey and Oh, 2001; Coval and Moskowitz, 1999).

When we recognise the information asymmetry as a one of key factors determining cross-border
capital flows, the development of ICTs should contribute to a significant increase of the
international financial transactions. Hence development of the Internet was included in the
gravity model explaining these flows and there was pointed out that it boosts cross-border
portfolio flows by reducing information asymmetry among countries (Choi, Rhee and Oh, 2010,
p. 35). However, it should be noted that this research is based on data for period before the
crisis (1990-2008). Amadi (2004) also examined factors involved in determining international
portfolio diversification emphasizing on the effects of information asymmetries and indirect
role of the Internet in it. His findings indicate that the Internet has diminished the equity home
bias in recent years by giving access to more information to investors. Data used there has been
for 1980-2001 - years of consistent increase in cross-border capital movement. The another
study (Cooper, Sercu and Vanpée, 2013, p. 289-416) points out that the equity home bias has
fallen over time but a little, so the puzzle concerning portfolio investment still remains
unsolved. Despite of comprehensive review of literature on this problem, authors of mentioned
above paper conclude that the gap in knowlegde about the home bias puzzle still exists.

2. Barierrs to cross-border capital flows from the perspective of high frequency

trading (HFT)
Sweeping changes induced by digital revolution have been influencing not only access to the
information but also occurring in transaction technology. Computerization and networking have
transformed traditional trading floors into virtual space with server firms. Nowadays, it is
enough to have an access to the Internet and relatively small amount of capital in order to invest
in different kinds of financial instruments on virtually all markets functioning around the world.
This is seen as democratization of a market (anybody can be an investor), an increase in the
transparency, turnover and liquidity growth of the various stock exchanges and, at the same
time, intensification of international competition triggered by the creation of new markets or
trading platforms and introduction of new financial instruments which in turn improve
investment opportunities. Connectivity, communication, interaction in the global network, in
many cases have already been performing at the speed of light, provide some simple
justification for statements about the end of geographical barriers - death of distance as it was
named by Cairncross (2001) and the emergence of a “flat world” (Friedman, 2005). These new
developments occurring on the financial market are accurately reflected in its characteristics
stipulating this market as the global system operating at the speed of light and employing the
smartest and most highly paid people around the world (Tapscott and Williams, 2012, p. 17).

Investors adapting to these new conditions and looking for possibilities to reap the benefits of
technological advances, have begun to change their investment strategies. There are constructed
precise and sophisticated models for investment which in fact take the form of extremely
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complicated algorithms implemented in high-function software and are based on not just
fundamental and technical analysis, but also wide range of knowledge in such areas as
economics, finance, econometrics, statistics and mathematics. These algorithms in combination
with other computer technologies take decisions automatically, initiate transactions and execute
them precisely and immediately. This new way of exchange was named automated trading or
algorithmic trading and its subset is the HFT which currently receives ever larger attention.
There is not yet one widely accepted and precise definition of the term of HFT and instead it is
thus useful to focus on its most frequent features such as (Aldridge, 2013; Lewis, 2014; ESMA,
2014):
a) automation of securities trading (order initiation, generation, routing, execution
without human),
b) use sophisticated algorithms (mathematical models) to make trading decision
(initiation trading, timing, price, quantity),
c) proprietary trading,
d) very short holding periods (seconds or milliseconds),
e) neutral positions at the end of a trading day,
f) use of infrastructure, colocation and proximity services to minimise latency.

HFT leads to reducing costs, decreasing the risk of error or misunderstandings very typical for
traditional ways of transaction and finally affects efficiency of the capital market. The
characteristic that clearly distinguishes the HFT from a broaded category of algorithmic
(electronic) trading is the simultaneous automation of transaction and decision process.
However particularly interesting is comparison HFT with the traditional investment based on
Markowitz's portfolio theory (see table). It is no accident that an ,,investment® is currently ever
more changed into ,,trading*.

Table 1: Differences in the nature of traditional and digital trading of securities (HFT
example)
Parameters

Industrial era
Selecting a portfolio

Digital era
Maximizing returns

Strategy (aim, rule)

(portfolio diversification)

(strategies diversification)

Strategy (trading dimension)

Global

Local (venue)

Actors (investors)

All

Huge, specialized (owners of
hardware and software means)

Traders

Humans

Robots

Competitive advantage
(basis)

Being more informed than the
rest

Being faster than the rest

Key barriers to mobility of

Information asymmetry

Time

capital Transaction costs Space (phisics)

Source: Own overview

In relation to the fact, that we are dealing with a light speed in transmitting information between
machines, what is at stake here are milliseconds, which wouldn’t matter for human. Thus, the
physical localization of computer server in the room next to the stock exchange ones
(collocation) or placement of a shortest, specially dedicated fibre-optic cable brings about
savings of a few thousandths of a second and thus a way to stay ahead of other machines
yielding huge profits from that fact (Philips, 2013; Hasbrouck and Saar, 2013; Menkveld, 2013;
Grindsted and Skou, 2016). What is seen here as essential in capital movement is speed (time
or low-latency) and geography (space) and where are critical elements of trading strategy. This
makes that humans spend millions to billions of fixed capital to buy the first access to the
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information. The need of huge investment in infrastructure and artificial intelligence
undermines democratization of capital market earlier triggered by digital revolution.

Conclusion

The case of HFT shows, however, that even with a single super high-speed global network not
everyone has the same access to the information even if it is public. Time and space barrier is
not eliminated at all but our perception of it has only changed. As it turns out, the advantage is
not only determined by the algorithms but also the time within which a signal is transmitted
between computers of investor and stock exchange. The speed of Internet connections and thus
the priority access to the valuable information depends on the availability of equipment,
transmission technology and - surprising as it may seem — a geographic distance. The distance
barrier reborn in a new dimension is a factor which adversely affects international mobility of
capital and on this basis it can be concluded that the use of the Internet has an adverse impact
on cross-border portfolio capital flows, but this thesis needs deeper empirical verification. It
should furthermore be highlighted that these opposite effects (positive and negative) appear
simultaneously, but if investments in financial instruments would be fully replaced or
dominated by machines in the future the final impact of the Internet on such trading on foreign
markets will be negative too. There are some literature in this field, but comprehensive and
complex changes in the nature of capital markets including trading strategies and use of
technology should be examined from very different perspectives.

References
AFA Chicago Meetings Paper. [online]. http://dx.doi.org/10.2139/ssrn.1695460 (20.04. 2017).

Aldridge, 1. High-Frequency Trading: A Practical Guide to Algorithmic Strategies and Trading
Systems, Wiley, 2013.

Amadi, A. Equity Home Bias: A Disappearing Phenomenon? May 5, 2004. [online]
http://dx.doi.org/10.2139/ssrn.540662 (12.03.2017).

Bussiere, M., Schmidt, J. and Valla, N. International Financial Flows in the New Normal: Key
Patterns (and Why We Should Care). CEPII Policy Brief, No 10, March 2016.

Cairncross, F. The Death of Distance: How the Communications Revolution Is Changing our
Lives, Harvard Business Review Press 2001.

Choti, C., Rhee, D. and Oh, Y. Information and Capital Flows Revisited: the Internet as a
determinant of transactions in financial assets, Korea Institute for International
Economic Policy (KIEP) Working Paper 10-10, 2010.

Cooper, 1., Sercu, P. and Vanpée, R. The Equity Home Bias Puzzle: A Survey. Foundations
and Trends in Finance, Vol. 7, No. 4, 2013, p. 289-416.

Coval, J. and Moskowitz, T. Home bias at home: local equity preference in domestic portfolios.
Journal of Finance, Vol. 54, Issue 6, 1999, p. 2045— 2073.

Daniels, J., P. and Van Hoose, D. Global Economic Issues and Policies. Routledge. London
and New York: 2011.

ESMA, High-frequency trading activity in EU equity markets. Economic Report, No 1, 2014.

Friedman, T., L. The World is Flat: A Brief History of the Twenty-first Century, Farrar, Straus
and Giroux, New York, 2005.


http://dx.doi.org/10.2139/ssrn.1695460
http://dx.doi.org/10.2139/ssrn.540662

138

Gordon, H. and Bovenberg, A., L. Why is capital so immobile internationally? Possible
explanations and implications for capital income taxation. NBER Working Paper Series,
No. 4796, 1994.

Gregoriou, G. (ed.). Asset Allocation and International Investments. Palgrave Macmillan, UK,
2007, ch. 3.

Grindsted, T., S. Geographies of High Frequency Trading - Algorithmic Capitalism and Its
Contradictory Elements. Geoforum, No 68, 2016.

Hasbrouck, J. and Saar, G. Low. Latency Trading. Johnson School Research Paper, Series No.
May 22, 2013.

Lewis, M. Flash Boys: A Wall Street Revolt, W. W. Norton & Company, 2014.

Manyika, J., Bughinand, J., Lund, S. at al. Global flows in a digital age: How trade, finance,
people, and data connect the world economy. McKinsey Global Institute, April 2014.

Markowitz, H., M. Portfolio Selection. Journal of Finance. No 7, 1952.

Menkveld, A., J. High Frequency Trading and the New-Market Makers. Journal of Financial
Markets, Vol. 16, 2013.

Obstfeld, M. and Rogoft, K. The Six Major Puzzles in International Macroeconomics: Is There
a Common Cause? In: NBER Macroeconomics Annual 2000, Vol. 15, ed. by B.S.
Bernanke and K. Rogoff, MIT Press 2001, p. 339 —412.

Philips, M. How the Robots Lost: High-Frequency Trading's Rise and Fall. Bloomberg
Businessweek, June 06, 2013, [online]. http://www.businessweek.com/articles/2013-06-
06/how-the-robots-lost-high-frequency-tradings-rise-and-fall#p1 (18.03.2017).

Portes, R. and Rey, H. The determinants of cross-border equity flows. Journal of International
Economics, No. 65, 2005.

Portes, R., Rey, H. and Oh, Y. Information and Capital Flows: The Determinants of
Transactions in Financial Assets. European Economic Review, Vol. 45, Issue 4-6, 2001,
p. 783-796.

Rankin, E., James, E. and McLoughlin, K. Cross-border Capital Flows since the Global
Financial Crisis. RBA Bulletin, 2014.

Tapscott, D. and Williams, A., D. Macrowikinomics: New Solutions for a Connected Planet,
Portfolio/Penguin 2012, p. 17.

Contact
Sylwia Talar, Ph.D.
University of Economics in Katowice
Ul. 1 Maja 50
40-287 Katowice
Poland
sylwia.talar@ue.katowice.pl


http://www.businessweek.com/articles/2013-06-06/how-the-robots-lost-high-frequency-tradings-rise-and-fall#p1
http://www.businessweek.com/articles/2013-06-06/how-the-robots-lost-high-frequency-tradings-rise-and-fall#p1

139

AUTOMATION IN FINANCIAL ADVICE (ROBO ADVICE)
IN REGULATORY CONTEXT

MARTIN VICHA

Abstract

The paper tries to describe actual tendencies in the development of the banking and insurance
sector in the European Union, specifically in the area of the new phenomenon of automation in
financial advice (so called robo-advice) with various ways in which consumers can use
automated tools to receive financial advice without or with very limited human intervention.
This contribution describes the potential benefits and risks connected with robo advice for
ending consumers and financial institutions. It also discusses the demand and supply factors
that determine the motivation for usage of the financial automation.
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Introduction

The contribution is focused on the phenomenon of automation in financial advice and describes
the potential benefits and risks connected with so called robo — advice for ending consumers
and financial institutions and discusses the demand and supply factors that determine the
motivation for usage of the financial automation across the banking, insurance and securities
financial market sub-sectors. In this respect it brings particular experience from each of the sub-
sector and outlines the potential trends estimation and the findings and observations of several
relevant industry surveys and following discussion in article 4. The practical experience raised
by new survey on an example of the insurance industry in Czech Republic is mentioned.

Robo - advice theme is nestled into the regulatory context, represented mainly by the
observations of the European Supervisory Authorities (ESAs - European Banking Authority,
European Insurance and Occupational Pensions Authority, and European Securities and
Markets Authority) within discussion paper and consequent final report and by several
commercial surveys that confirm the findings. It is integrated into the so-called financial
technology area (FinTech).

European Supervisory Authorities (ESAs) is powered to monitor new and existing financial
activities, and is ready to adopt measures and to promote the safety and soundness of markets
and convergence in regulatory practice and monitoring of the financial innovations. It is
powered to decide which, if any, regulatory and/or supervisory action is required, if necessary
[Joint Committee ESAs, 2015, Discussion Paper].

FinTech is attracting increasing attention from consumers, investors, the investment
management (securities) industry and regulators across the globe. The Joint Committee of the
ESAs requested comments on a Discussion Paper on the topic of automation in financial advice.
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The Discussion Paper presented a preliminary assessment of the main characteristics of
automated financial advice tools as well as their potential benefits, costs, and risks [CFA
Institute, 2016, Fintech Survey Report].

Therefore this regulatory background documentation was used as a certain follow up for
opening further discussion in this contribution.

The phenomenon of the automation in financial advice has emerged on a background of a lack
of clarity in the existing legislative framework and inconsistent regulatory treatment and a lot
of definitions on term “advice” across the three sectors exist [Joint Committee ESAs, 2015,
Discussion Paper].

Definitions

As the examples term “advice” in insurance industry means “the provision of a personal
recommendation to a consumer, either upon their request or at the initiative of the insurance
distributor in respect of one or more insurance contracts” [European Parliament, 2016,
Insurance Distribution Directive EU 2016/97], or similarly in securities industry as “investment
advice” means the “provision of personal recommendations to a client, either upon its request
or at the initiative of the investment firm, in respect of one or more transactions relating to
financial instruments” [European Parliament, 2014, Directive on markets in financial
instruments 2014/65/EU].

From the regulatory ESAs” point of view as regard to the phenomenon of the automation in
financial advice the term “advice” is used in its common meaning of the word, as “an opinion
or recommendation as to the appropriate choice of action” [ESAs, 2016, Report on automation
in financial advice]. It means it is not relevant whether or not the provider of the service
qualifies that service as ‘advice’ (e.g. applying existing legal definitions). Important is the
nature and context of the information that is presented by the automation tool, and whether the
consumer could reasonably perceive the output to be advice [Joint Committee ESAs, 2015,
Discussion Paper].

Robo advice tools characteristics
The basic characteristics to determine the financial advice as automated are as follows: usage
of the automated tool, work with such algorithm and the “advice” as outcome of the used tool
[ESAs, 2016, Report on automation in financial advice].

The automated tool (automated advisor, robo-advisor) is used directly by the consumer, without
(or with very limited) human intervention; e.g. it represents more the consumer facing tools
rather than advisor facing tools. We can differ between fully automated tools (normally used in
securities sector, non-life insurance industries) and partly automated processes (regularly used
in banking sector for the mortgages, loans, savings accounts), where advice on the products and
providing client by contact details are necessary and personal meeting of the advisor with the
ending consumer is a must for final conclusion of the contract.

An algorithms, for example decision tree or sequence of scripted questions, uses information
provided by the consumer to produce an output as advice regarding the recommendations based
on the consumer's specific responses. Such a provided advice is reliant on two key inputs: first
are personal information, e.g. objective data, such as age, job, monthly income, number of
children, etc. and subjective data, such as the consumer’s investment goal, financial condition,
risk tolerance, level of knowledge and experience, etc. and second are the logic of the final
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algorithm, which ‘decides’ which products or services should then be recommended to the
ending consumer.

As regard to output of the automated tool is, or is perceived to be, financial advice representing
limited range of products or services e.g. output of the tool will be limited with profiling the
consumers, as it is risk-profiling-tools, investment horizon definition etc.

1. Benefits and risks of automation advice

ESAs recognizes following benefits of automation advice as reduced costs for both consumers
and financial institutions, primarily easy access to more products and services to a wider range
of consumers and wider client base for financial institutions and improved quality of the service
provided, based on the most up-to date market information [Joint Committee ESAs, 2015,
Discussion Paper]. ESAs also concluded that the benefits of automated advice that had been
identified are accurate but might currently not yet be fully realized due to the early stages of the
development of the phenomenon [ESAs, 2016, Report on automation in financial advice].
ESAs recognizes following risks of automation advice as consumers having limited access to
information and/or limited ability to process that information, because of the uncertainty how
the data they have inputted is used by the tool, what information is presented to the consumer
and how that information is presented, which can lead to the risk of consumers receiving
unsuitable advice [Joint Committee ESAs, 2015, Discussion Paper]. This is perceived as mis-
selling risk.

The further possible risk is represented by flaws in the functioning of the tool itself due to errors,
hacking or manipulation of the algorithm, thus financial institutions would be more exposed to
litigation and subsequent reputational risk due to faulty automation.

There are more possible risks as legal disputes arising due to unclear allocation of liability and
the widespread use of automated tools, but ESAs recognized automation in advice is not
widespread yet, therefore there is low risk that consumers may no longer be given the
opportunity to access any human financial advice due to financial automation, because fully
automated advice is not to be widespread [ESAs, 2016, Report on automation in financial
advice].

Nevertheless, for example in insurance industry in Czech Republic, according to Willis Towers
Watson Survey, “the majority of those surveyed clearly expect the move towards digitalization
and automation of processes”, and the connected new technologies having a significant impact
on insurers’ business models, but “even business innovations common elsewhere, such as price
comparison websites, sometimes known as aggregators, have had very limited success in the
Czech Republic so far” [Willis Towers Watson, 2017, Czech insurance market in 2020, page
11].

Benefits and risks to consumers
When we are specifically talking about benefits to customers the key benefits are related to
cost, when consumers can pay less when they receive advice through automated tools.
Consumers also can benefit from better consumer access to advice through automated tools and
can have access to a wider range of service providers using those automated advice tools.
Moreover consumers can obtain financial advice in a faster, easier and non-time-consuming
way.
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The quality of service is to be improved, because consumers can receive more consistent advice
when they use automated tools, based on most up-to-date market information and can find it
easier to keep a record of the advisory process.

When we specifically consider the risks to consumers, they could make unsuitable decisions as
a result of lack of information on inputs and functioning of the tools and unclear information
about the extent to which the tool produces recommendations tailored to them.

As regard to risks related to flaws in the functioning of the tool, consumers make unsuitable
decisions because of limitations or assumptions within the tool, errors in the tool, tool they use
is hacked and the underlying algorithm is manipulated, or lack motivation to act on advice given
by automated tools where such tools do not facilitate an end-to-end process.

Risks related to a widespread use of automated financial advice tools represent situation when
consumers lose out as a result of automated advice tools being based on similar algorithms,
resulting in many consumers taking the same actions in relation to the same types of products
or services and that consumers may no longer be given the opportunity to access any human
financial advice.

According to CFA Institute survey respondents from EU countries are more likely (73% vs
60%) to think that automated financial advice tools can provide positive impact on access to
advice compared with those from non-EU countries [CFA Institute, 2016, Fintech Survey
Report].

As a comparison in Czech insurance industry “72% believe that ‘strengthening the customer
relationship and experience’ will be a highly important market trend in the next 5 years”, but
“two in three respondents do not believe that superior customer service will be among even the
three most important factors”, for success. [Willis Towers Watson, 2017, Czech insurance
market in 2020, page 13].

Benefits and risks to financial institutions
When we are specifically talking about benefits to financial institutions the key benefits are also
related to cost similarly as in consumer case, because financial institutions incur fewer costs to
deliver financial advice to end consumer.

Financial institutions also benefit from the size of the potential client base and the quality of
service, if they provide advice through automated tools, due to wider range of consumers,
delivering consistent consumer experience and more easily auditable processes.

On the other hand there are inherent risks to financial institutions as related to functioning of
the tool and legal disputes arising from unclear allocation of liability. They are exposed to
litigation and subsequent reputational risks due to faulty automation.

If providers of automated advice tools also offer consumers the possibility to engage with a
human advisor as an alternative means to obtain advice, consumers may overuse that alternative
means so as to supplement the automated advice on the product or service.

2. Demand, supply and other factors determining robo advice
Many market demand and supply factors have influence on the future development, how the
financial automation will be extended. Technology focused start-ups and new market entrants
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innovate the products and services, currently provided by the traditional financial services
industry. Funding of FinTech start-ups more than doubled in 2015 reaching $12.2bn, up from
$5.6bn in 2014 [EY, 2016 Innovating with RegTech].

Demand and supply factors
Combining the ESAs observations the customer preference for using technical innovations and
automated procedures to manage their finances comparing to preferring to engage with a human
advisor and the extent to which an online culture exists within the various jurisdictions of the
EU will be the main demand factors.

General move towards paper-less transactions and records, reducing costs for providers and
providing a more convenient option for consumers for storing and easily retrieving or referring
back to important financial documents are key supply factors for enhancement of the financial
automation.

Emergence of new models that provide investment advice online remains intense interest in
developing automated advice business models. Providers also may be proceeding with caution
due to concerns about future liability and perceptions of regulatory risk.

Regarding the expectations, in terms of direct channels ,,95% respondents believe share of
direct channel will remain under 30%, and 70% do not anticipate direct taking more than 20%*
[Willis Towers Watson, 2017, Czech insurance market in 2020, page 15].

Other factors
Besides the market demand and supply factors influencing the future of the robo advice there
are many other factors that will co-create the environment for the development of the robo
advice and other forms of the artificial intelligence tools within the financial markets as to
provide automated tools to support face-to-face investment advice, or to provide automated
online advice with the possibility of interaction with provider’s staff.

Legislation about the conclusion of contracts may be seen as a barrier for the development of
automated financial advice tools. If such legislation states that all contracts for supplying
financial services and financial auxiliary services shall be made in writing, human intervention
may be necessary in order to conclude a contract for financial services and financial auxiliary
services.

Even where legislation provides for the possibility for contracts to be concluded through the
use of an advanced electronic signature, this need may lead to the avoidance of automated
advice if consumers are not aware of how to use this technology or providers do not make such
technology readily available [Joint Committee ESAs, 2015, Discussion Paper].

There are also debates on data privacy and ways of usage of the personal data in light of the
forthcoming General Data Protection Regulation or cyber security topics related to robo advice.
“For regulators, this implies that data security and use will be more important than ever before
for consumer protection, prudential regulation will focus on algorithm compliance, and
financial stability will also be concerned with financial and information networks. The
emergence of FinTech companies, combined with the wider use of regulatory sandboxes, offers
a unique opportunity to pilot this novel kind of regulatory architecture that is proportionate,
efficient and data-driven before market-wide implementation. FinTech requires RegTech”
[Arner, 2016, FinTech, RegTech and the Reconceptualization of Financial regulation].
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3. Discussion on market observations on robo advice
There are a couple of the real observations across the three subsectors in terms of the usage of
robo advice and such form of the artificial intelligence (Al) tools and FinTech paradigm.

,Artificial intelligence technology has experienced rapid progress in recent years thanks in large
part to several deep-pocketed tech titans that view artificial intelligence as an integral part of
their business models. Companies such as Amazon, Apple, Baidu, Facebook, Google, and
Microsoft have entered into what some call an Al arms race, competing for elite engineers,
buying start-ups and establishing laboratories” [Institute of International Finance, 2016,
Digitizing Intelligence: Al, Robots and the Future of Finance].

From ESAs Joint Committee’s Discussion paper and ESAs Final report follows that in
insurance and pensions sectors we can see new business models have emerged that provide
online independent financial advisory services that use algorithms to select pension investments
for savers.

In insurance industry some insurance undertakings’ websites propose a personalized quote to
the consumer on the basis of a questionnaire and unit-linked life insurance products and pure
protection products (such as health, travel, property, household, vehicle and accident insurance,
general and pension life assurance products) can be purchased online in many EU jurisdictions.
“Being customer-centric is the stated ambition of most insurers”, or “insurers aim to treat
customers as individuals in providing custom-made offers, in part by making greater use of
advanced data analytics to try to understand their customers better” [Willis Towers Watson,
2017, Czech insurance market in 2020, page 13].

Insurance provider and intermediary sites offer the facility for consumers to seek a quote and
purchase insurance online. These sites request information from the consumer for the purposes
of calculating a quote and should the consumer wish to continue he/she must provide further
more detailed information, usually in a questionnaire format. At this point, the site will offer
either one product or a range of products that suit the consumer’s needs. The consumer can then
select the product he/she wishes to purchase and complete the process online [ESAs, 2016,
Report on automation in financial advice].

“In life insurance, intermediaries (whether tied agents or financial advisors) are expected to
remain dominant”, it is interesting that 21% respondents expect financial advisors to have a
share of sales in excess of 50%, while 27% expect it to be under 20%. Also in non-life insurance,
insurers’ exclusive networks, including branches of the companies, employed salesforces and
tied agents will remain the dominant means of sales [Willis Towers Watson, 2017, Czech
insurance market in 2020, page 15].

In banking sector human contact is supported more and more by the use of various automated
tools. These tools include comparison websites that can compare products offered by various
financial institutions, and websites providing information on specific products and helping
consumers to select between products by using simulators and calculators, the use of such tools
has been observed in relation to products such as mortgages, personal loans, bank accounts and
bank deposits. These tools may allow consumers to finalize a purchase, conclude a contract, or
act as intermediaries which, after giving recommendation, help the consumer to get in touch
with the financial institution offering the given products or services [ESAs, 2016, Report on
automation in financial advice].
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In securities sector automated tools are used as a type of financial adviser, often referred to as
a ,,robo-adviser”, automated tool asks prospective investors for information about their specific
circumstances and, based on the answers provided, an algorithm is used to recommend
transactions in financial instruments that match the customer’s profile. Different automated
tools may be used to support different parts of the advice process, as the collection of
information, risk profiling, portfolio analysis, and order processing or trading [ESAs, 2016,
Report on automation in financial advice].

According to Accenture survey robo-advice will, however, ultimately have an outsized impact
on the wealth management business, accelerate the process of fee compression, to put pressure
on the market price for many services. Robo-advice will also give wealth management firms
access to a large new market of millennials who are interested in accumulating wealth, but have
had only limited options in terms of investment management. Despite the quick uptake of robo-
advice services among wealth management firms and individual investors, their share of assets
under management is quite small. Robo-advice will not suit every investor [ Accenture, 2015,
The Rise of Robo-Advice, Changing the Concept of Wealth Management].

On the other hand according to ESAs observation the consumer awareness of automated
financial advice tools seems to be low and financial literacy of consumers has been shown to
be limited. For example “80% respondents felt that policyholders often do not understand the
nature of the product they are buying” [Willis Towers Watson, 2017, Czech insurance market
in 2020, page 13]. Many consumers also may prefer to deal with natural persons in order to
obtain advice rather than with automated tools.

“Driven by significant advances in technological capabilities, the explosion of big data, more
powerful software, and low cost, scalable cloud computing, artificial intelligence appears to
finally be at a real tipping point. Technology-induced competition will force further innovation
and an expansion of artificial intelligence applications in use today” [Institute of International
Finance, 2016, Digitizing Intelligence: Al, Robots and the Future of Finance].

Automated financial advice tools are generally aimed at internet-minded consumers and at
consumers who already have an expertise in the financial sector of the product in question.
Nevertheless, consumers might still use automated tools; they seek information on a given
market even if the final decision is made through a human advisor (sometimes it is called as
ROPO approach — Research On-line, Purchase Off-line).

When we are talking about regulation of the automation in financial advice, we also should take
into account the activities related to support of tools how to be more in compliance with those
requirements. As a reaction to the FinTech industry and robo advice the new sub-sector of the
FinTech 1s developing, so called RegTech. This sub-phenomenon should ensure the market
participants are conducting the financial services and products in alignment with the regulatory
requirements and challenges.

“Successfully complying with the multitude of financial services regulations can be a complex,
time-consuming and costly activity for firms. Industry participants and the UK regulator, the
Financial Conduct Authority (FCA), are considering how to develop and adopt regulatory
technologies (RegTech) to meet and simplify regulatory compliance requirements”, or
“RegTech presents an opportunity to rethink how we approach and solve many intractable
problems. By adopting a more creative and innovative approach to addressing some of the
industry’s regulatory challenges, RegTech might inform us on new ways of working that deliver
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more efficient processes with better regulatory outcomes” [EY, 2016, Innovating with
RegTech].

“Disruption of the financial services industry is happening and FinTech is the driver. It reshapes
the way companies and consumers engage by altering how, when and where financial services
and products are provided. Success is driven by the ability to improve customer experience and
meet changing customer needs” [pwc, 2016, Blurred lines: How FinTech is shaping Financial
Services, Global FinTech Report].

“FinTech could become one of the most powerful tools to support small businesses and thus
stimulate sustainable economic growth. With their integration into the entire FinTech
ecosystem, small businesses can participate in many solutions that were previously only
available to larger companies. FinTech providers should aim to become collaborative partners,
comply with regulation, act transparently and become even more coordinated in the medium
term [World Economic Forum. October 2015, The Future of FinTech, A Paradigm Shift in
Small Business Finance].

Conclusion
It is visible growing number of consumers use automated tools when managing their finances,
to monitor their money, to obtain financial information or education, to compare the costs,
features and benefits of different products or different providers and to purchase products or
services, or are searching recommendations or advice prior to purchasing or selling financial
products or services.

The market participants predominantly use automation and technology in general, making
human advice more efficient, widely available and cost-effective.

Automation in financial industry is becoming more prevalent, particularly mainly in securities
sector and in the non-life insurance sector. Some advice services are entirely automated,
whereas other services foresee human interaction between the consumer and the advice provider
at some stage.

The phenomenon of the automation in financial advice, in different forms of the robo-advice,
FinTech tools or usage of the artificial intelligence has the potential to continue to grow.
Potential benefits and risks of automation in financial advice had been described in this
contribution. The phenomenon is currently not equally widespread across the three sectors or
across all EU jurisdictions. On an example of the insurance industry, specifically in Czech
Republic, is visible, that there is much longer path to full automation.

There are several critical limitations for widespread usage of the automation in financial advice:
financial literacy of ending consumers and complexity and uncertainty of the used algorithms.
Therefore, each of the algorithms should be validated or somehow attested before they will be
launching to ending consumer.

In my opinion in 10 years horizon we could estimate that vast majority of the financial services
will have sufficient artificial intelligence tools for providing the simple products and services
and most of the processes will be automated. Definitely it does not mean that role of the human
intervention will be suppressed. It is a question on finding the proper process and efficient
product provided for fair price relevant to specific distribution channel and ending consumer.
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I also mean that RegTech industry as a subset of FinTech phenomenon represented also by robo
advice tools could grow to support the providers and intermediaries to be compliant with all the
growing regulatory challenges.

The further topics for next discussion outside this contribution’s scope could be related to
possible technological unemployment or development of new kind of job positions (that would
be able to ensure algorithms validation, programming and testing etc.).
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FINANCIAL SECTOR TAXATION

JAROSLAV VOSTATEK

Abstract

Taxation of the financial sector covers a wide range of topics, including but not limited to the
taxation of financial institutions and financial services, but also related regulation of each of the
financial markets. The failure of financial markets called for a need of a comprehensive
approach to the taxation of the financial sector while taking into account the current and
potential concepts of corporate income tax and valued-added tax that themselves may pose
some problems. This also includes the issue of financial transaction and financial activities
taxation and bank levy. The importance of this topic in the Czech Republic will be underlined
in the upcoming general elections. The aim of this paper is to design a system of rational
taxation of the Czech financial sector for the upcoming period, while considering the Czech
specifics.
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Introduction

Taxation of the financial sector and its main sector — banking — remains a topical issue despite
that fact that the global financial crisis has already been averted. In the Czech Republic, the
issue of bank levy as a “sectorial tax” was recently brought on the table in the election program
of the Czech Social-Democratic Party. In the EU, there are still efforts to introduce a financial
transactions tax. The fundamental issues of value-added tax are also being discussed where a
non-standard regime in field of the financial sector continues to exist. For these reasons, it is
useful to review comprehensively the overall concept of the financial sector taxation. The aim
of this paper is to find a system-wide solution of the financial sector taxation while considering
any Czech specifics. It seems useful to start our analysis of this problem with an overview of
the theory and policy of the corporate income tax. Then the value-added taxation follows, which
in EU is widely regulated, with a major impact on financial services and with a resultant need
to find a substitute solution. Next follow-up issue is a possible use of taxes or levies for the
regulation of some financial products and for the fund formation or banking crises costs
compensation.

1. Corporate Income Taxation
The emergence of modern tax systems can be dated back to the end of 19" century. The Austrian
reform of direct taxes of 1896 affected also the private financial sector; all joint-stock
companies were subject to the "tax from earnings of businesses keeping public books*. The
joint-stock companies were understood to be businesses with extraordinary ability to pay —and
if they post high (higher) revenues they must pay a progressive tax. Under the first
Czechoslovak Republic, the taxation of joint-stock companies was regulated by the Act on
Direct Taxes of 1927. The basic rate of the "special earnings tax" amounted to 8% from the
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profit and in addition, "profitability surcharge" with rates from 2% to 6% from the profit if the
business posted rate of return exceeding 6% (rate of 2%), or up to 14% (rate 6%) was imposed
on joint-stock and similar companies; the rate of return was calculated from the profit-to-capital
ratio. In principle, this concept of the taxation of joint-stock companies was derived from the
material bearability of taxation: the tax should not be assessed on the absolute but relative return
that is based on the return in proportion to the working capital (Englis, 1946).

After the World War II, the corporate income taxation in market economies grew significantly;
the opposite trend regarding corporation income tax rates started in 1980's in connection with
the emergence of globalization tendencies. This trend has continued until present day: in the
EU countries, the average (non-weighted) statutory tax of this tax dropped from 30.4% in 2001
to 22.5% in 2016. In terms of our topic, it is also important that corporate income tax rates are
generally lower in smaller countries.

The classic theory of corporate income tax is based on the application of ability to pay principle;
this tax contributes to the total progressivity of the tax system. To the contrary, the neo-liberal
tax theory fully refuses the existence of corporate income tax. “Business does not and cannot
pay taxes. Only people can pay taxes” (Friedman, 1971). Neoliberals speak of the "double
taxation of dividends" which occurs at the concurrence of corporate income tax and taxation of
dividends as income of natural persons (e.g. in the form of a withholding tax).

BMF (2016) compares the taxation of dividends in Europe and in the North America in the
form of corporate income tax and the follow-up taxes from dividend incomes of natural persons
in 2015. We may infer from the comparison and the information above that the rate of the Czech
corporate income tax (19%) is moderately below average, which generally corresponds with
the international "rule" of lower taxation of corporate income in smaller countries. However,
the rate of taxation of income from dividends, i.e. from any capital income (15 %) could be
higher, e.g. 25%. For instance, the rate 25% is applicable in Germany. In the Czech Republic,
we do not count with the application of neo-liberal tax theory and policy — since it has little
prevalence in the world. Therefore, we base our assumption on the legitimacy of "double
taxation" of dividends — and our approach to the taxation of interest expenses of corporations
and of personal interest incomes must be adjusted to this.

2. Value-Added Taxation

The post-war tax theory arrived at the necessity to replace a relatively easy, but not
"competitively neutral" general turnover tax with either a general tax from the "net" turnover,
or one-phase turnover tax (tax from the sale to the "final" consumer or seller). Strictly speaking,
one-phase turnover tax is currently applied basically only in the USA. In other countries, a tax
from the net turnover prevailed, particularly in the form of an (indirect) value-added tax (VAT)
with several rates, differentiated by products. The VAT system developed in 1960's and
implemented by EEC Directive of 1967 has become the basic model of the taxation of
consumption all over the world. In addition to its conceptual benefits, this system surely has
also its shortcomings, i.e. due to its administrative demands and that it creates room for tax
frauds.

From the perspective of neutrality of the taxation of financial sector, it would be optimal if the
value-added tax also applied to products and services of the whole financial sector. ,,The
economically neutral application of VAT to financial services requires their inclusion within
the tax base as fully as possible” (Merrill, 2011). However, this is not the case anywhere in the
world. In the New Zeeland, but also in the South Africa these services are subject to VAT, but
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their rate is zero. With the result being an actual full subsidising of financial services — as even
these VAT payers may fully deduct the tax included in prices of the purchased products and
services. On the contrary, in China (and Taiwan, too) financial services are taxed by a positive
VAT rate (6 %, or 2% in Taiwan /at VAT standard rate of 5%/). In China, life insurance with a
duration of more than one year and a guarantee for refund of the original contributions is exempt
from the tax.

The treatment of financial services when these services are in principle exempt from VAT, is
one of the shortcomings of the existing system of the value-added tax; it also means an
impossibility of deduction of the tax included in prices of products purchased by relevant
businesses. (In practice, this has a negative impact in the insurance of businesses.) This different
attitude to financial services is explained by the specifics of financial services, or payments for
these services. For some products, the administrative procedures may be more complex,
however the same applies to other sectors of economy. Many theoreticians and lobbyists have
issues with the margin-based taxation of financial services. The margin, e.g. interest spread,
alone represents an added value; the fundamental problem is allegedly the "separation" of the
margin into the part relevant to the transaction with the supplier (deposit) and the customer
(loan). In this regard, it must be said that the entire business is ultimately based on margins and
secondly, the concept of the value-added tax which is being used taxes the added value
indirectly — it is a taxation of turnover, with a tax deduction included in inputs (credit method).
From the calculation perspective, it is fully irrelevant whether the bank fee or commission or
the charged interest is taxed.

The EU attitude to the taxation of financial services in the form of VAT is inadequately
conceptual and pervasive. It may be caused by the existence of diverging interests, including
the lobbying influence. Moreover, further progress in this area has its limitations given the basic
VAT design elements as it was conceived dozens of years ago when there were no PCs and
financial services had less prominent role than today. In any case, it would be useful to consider
a major reform of VAT, particularly a transition to the subtraction-method value-added tax
which is used in Japan. Apart from being fully technically compliant with the financial sector,
it is much simpler. Current approaches to VAT, not only in the EU mean that the taxation of
financial services by this tax is highly insufficient with big differentiation, e.g. regarding
supplies for businesses (B2B) and for end users (B2C). An integration of financial services into
the valued-added tax base is a generally optimal solution (Chaudhry et al., 2014). However, this
solution under the current conditions of the EU is a run in the long-time perspective and
practically we are left with nothing but looking for an available solution which is not in conflict
with the existing EU regulations, while making use of experience from other EU countries, if
possible. In this sense, the search for an "alternative taxation" of the added value in the financial
sector is fully legitimate — and means the need for an additional, separate taxation of financial
services or financial sector.

3. Financial Activities Taxation
As a part of the financial sector reforms, IMF (2010) recommended to introduce a financial
activities tax (FAT), as a potential supplement to the bank levy which must be solved in relation
to the problem of VAT. The IMF report considers three alternative FAT concepts:
e FAT 1: taxation of the volume of wages and profits of companies (addition-method
FAT);
e FAT 2: taxation of the "rent" in the form of excessive wages and profits or taxation of
earnings over general rates of relevant taxes in other sectors of economy; for wages the
relevant threshold would be the wages and bonuses above the level of similarly
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demanding industries from the qualification point of view, with regard to the profit, it
would be an excess above "normal profit” (rent-taxing FAT);
e FAT 3: taxation of revenues of highly risky financial activities (risk-taking FAT).

The first FAT alternative is applied in many countries in relation to full or significant exemption
of financial sector, or financial services from the value added tax. E.g. Denmark uses this
method to tax wages not only in the financial sector. France takes similar approach. Approx. 20
EU Member States have an insurance tax or a similar tax. Overall, it can be said that almost all
EU Member State has some taxation of financial activities, however not all of them specify this
taxation as an alternative solution for VAT.

The second FAT alternative in the form of taxation of "excessive" bonuses of managers is
applied, or was applied in 4 countries from the sample of EU Member States and another 4
countries, FAT 2 was introduced in response to the financial crisis. Great Britain (2010/2011
fiscal year) and France introduced a temporary tax (for one year) from bonuses in the financial
sector, both at 50% rate from amounts exceeding GBP 25,000 or EUR 27,500 respectively. The
reason of the introduction of FAT 2 is generally known: failure of business management, or
corporate governance in the face of the implementation of extraordinary regulatory measures.
However, it is hard to imagine that most of governments would want FAT 2 to become a general
tax system component.

The third FAT alternative is outside the mainstream of the professional and political discourse.
The experience of Denmark with the financial activities tax is rather interesting (Serensen,
2011). Banking industry, mortgages, insurance and pension funds are subject to the tax. The
wages, including contributions to pension funds and other benefits and bonuses are taxed. The
current tax rate is 10.5% and the total yield represents 0.25-0.3% of GDP. The Danish
experience (Serensen, 2011) shows that:

e FAT can be implemented as an (imperfect) replacement for the non-existent VAT

from financial services

o [f FAT rate is moderate, there is no reason to fear that the tax would suppress activities

of the financial sector

¢ An internationally coordinated FAT would increase yield potential of the tax

e There are not convincing arguments for the exclusion of profits from the tax base.

With regard of the profit as part of the FAT tax base, Serensen (2011) proposes to use the tax
base for the corporate income tax, reduced for he imputed yield from shares.

In Germany, a repeal of VAT exemption (at a rate of 19%) for the financial sector would
generate similar revenues and welfare effects as a 4% FAT (Biittner and Erbe, 2014). We may
infer from it that the rate of the replacement tax for VAT could range from 4% to 5% from the
wage costs and from the profit in the Czech Republic. For the implementation, the assessment
base for general health insurance contributions and the corporate income tax base could be used.
Using this form, the missing taxation of financial services within the value-added tax could be
globally and, what is even more important, quickly replaced. The financial activities tax in this
form is in fact a direct taxation of added value when providing financial services (in the
financial sector). The Czech Republic needs to introduce an alternative tax for the VAT to
remove the entirely insufficient taxation of financial services, or financial sector as a whole.
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4. Financial Transaction Taxation

Generally speaking, the object of the financial transaction tax (FTT) is the gross turnover in this
area; conversely, the financial activities taxation may be conceived as a taxation of the added
value in the field of financial services. From the perspective of the theory of public finance, we
should differentiate between the fee for performing the financial transaction which may
generally correspond to the costs for brokered financial transaction and FTT as such, which is
designed as "regulatory fee" — instrument of financial regulation with an aim to reduce the
number of financial transactions. Here, we are specifically interested in the financial transaction
taxation in the narrower sense of the regulatory fee.

Over the last 25 years, there has been a significant growth of financial transactions in the world,
particularly due to new derivative products. The derivative markets have developed much faster
than the nominal GDP. To large extent, this was caused by speculative activities (Schulmeister,
2010). The purpose of the financial transaction taxation is to curtail speculative activities. This
is a highly controversial topic, as the taxation is a competitive or additional instrument to the
direct regulation of financial markets; and the tax may also have a hard impact on common,
standard financial operations. The financial crisis greatly increased the interest in the problem
of financial transaction taxation. According to IMF (2010), in many G-20 countries, there is a
wide array of FTT concepts in many forms, with rates at 10-50 base points, however in many
shapes and sizes with difficult-to-trace effects on financial markets.

It is often stressed that in today's globalized world, in principle, there would have to be a single
FTT, should it not have more deformation than positive effects. The study of IMF and other
major institutions were against the introduction of a "generalised" FTT. (IMF 2010, EC 2010).
One of the arguments is that the yield from this tax would concentrate in few countries
(Honohan and Yoder 2010).

In the EU, FTT received high support of German and French governments, and was strongly
refused by e.g. the British and Swedish governments — for fear of relocation of financial markets
outside the EU; however, the governments of these countries are not against a world-wide FTT.
In its Resolution of 25 March 2010, the European Parliament pleaded for the introduction of
the bank levy and the financial transaction tax. ,,In 2011, the European Commission put forth a
legislative proposal for a common system of financial transaction taxes in the European Union.
The proposal did not gather unanimity among all Member States and eleven asked to go ahead
under the so-called enhanced cooperation procedure. In parallel, countries such as France and
Italy have introduced their own taxes, while others of the group of eleven already had an FTT
in place (Belgium and Greece). Discussions between Member States on the final design of the
financial transaction tax are progressing, but to date no final decision has been made*
(Hemmelgarn et al., 2016). According to the original draft, FTT should be introduced in 11
Member States (AT, BE, DE, EE, ES, EL, FR, IT, PT, SI, SK, without the participation of the
Czexch Republic) by 2014. The last announced deadline for the conclusion of agreement of
these states regarding the introduction of a single FTT expired last year. In the ,,narrower
sense, this FTT should tax (EC, 2014):
e Securities trading (shares and bonds)

o 0.1% of the market price

o to be paid by financial institutions involved

o to be paid by purchasers and sellers (in case both were financial institutions)

e Derivatives agreements and "financial-market bets"
o 0.01% of the notional amount underlying the product
o to be paid by financial institutions involved
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o to be paid by all parties (in case they were financial institutions)

The European Commission is of the opinion that those who want to serve the EU11 market will
have to pay the FTT. EU11 is "too big" a market for not being served by financial institutions.
So, we will see what comes out of it. If it works, we should join.

5. Bank Levy

The financial crisis originated in the USA in 2007 and its fiscal and macroeconomic
consequences were huge and strongly differentiated from country to country. The systemic
banking crisis, connected with significant losses and intervention in the banking sector fully
affected 13 countries, the USA and Great Britain, the Netherlands, Germany and Austria to
name a few. Other 10 countries are deemed borderline cases, they include France, Sweden,
Switzerland, Hungary, Greece and Russia. The direct net fiscal cost of rescuing the banking
sector in 2007-2009 was moderate on average in the developed countries - less than 3% of GDP;
however, in the most affected countries they amounted to 4-6% of GDP. Indirect fiscal costs,
including provided guarantees, were much higher, in the developed countries they averaged
around 25% of GDP - during the crisis. Subsequently, in 2008-2015, public debt in the advanced
G-20 countries was expected to increase by almost 40% of GDP (Claessens et al., 2010).

In response to these impacts of the banking or financial crisis, proposals to introduce regulatory
levies with primary purpose to additionally distribute the cost of the crisis across the banking
or financial sector or to create reserves or fiscal income for future potential similar public
expenditures were made. IMF (2010) recommended to introduce Financial Stability
Contribution (FSC), referred to as bank tax/levy and collected from balance-sheet items of all
financial institutions. In the first stage, tax rates would be differentiated by financial institutions,
them they should be differentiated according to the risk of individual institutions, including the
systemic risk associated with individual financial institutions. The IMF study emphasises the
need for international co-operation, particularly from the point of view of cross-border financial
activities. Effective co-operation does not require full uniformity but an agreement on
principles, including the tax base and minimum rates of FSC.

In May 2010, the EU Commission proposed to set up national parafiscal funds with a FSC-type
bank levy to finance future crises in the banking sector. All within the overall system of banking
sector regulation. In June 2010, the European Council agreed to introduce taxation of financial
institutions within the same general regulatory framework. The Czech Republic (as the sole
state) has reserved the right not to impose a bank levy or other financial sector taxation. At the
same time, the Commission's proposal for a uniform procedure in the area of bank levy,
assuming the creation of a fund (at the EU or national level) to which this levy would be paid,
was rejected. Each of the countries then started to proceed independently.

With effect from 2011, the bank levy was introduced in the UK, France and Germany. The
levy applies only to banking institutions, and there are also significant differences in both the
definition of taxpayers among these countries, and the inclusion of subsidiaries operating
abroad. The same applies to the determination of the tax base. In Germany, the levy is paid
into a special fund, while in the UK and France it is a standard state budget income. In Great
Britain, the yield from bank levy in 2015-16 fiscal year (£ 3.4bn) was higher than corporate
income tax revenue in the banking sector (£ 3.2bn). The yield from corporate tax of banks
before the crisis, in the 2007-08 fiscal year, amounted to £ 6.4bn! Even more has flowed and
flows in public budgets from the British banking sector in the form of taxation of wages PAYE
(income tax and national insurance contributions): £ 16.7bn before the crisis and £ 17.8bn in
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2015-16 (Tyler, 2017). In response to the recession, there has been a gradual reduction in UK
corporation tax from 28% in 2010 to 19% in 2017; from 2020, 17% rate should be applicable.
The bank levy rate (0.05%) was originally from assets of bank and building societies (2011)
gradually increased to 0.21% in 2015 and then declined: from 2017 to 0.17%; in the coming
years it will continue to fall to 0.10% from 2021. The bank levy cannot increase the losses; it is
non-tax deductible for corporation tax purposes.

Since 2016, a corporation tax surcharge of 8% has been introduced in the UK, essentially from
the corporation tax base. It applies to all banks with annual profits over £25 million. It is
estimated that over 200 banks, building societies, and new ‘challenger’ banks will be eligible
for the new surcharge. This means some restructuring of the special taxation of banks. ,,By
introducing the new surcharge on the profits of all banks the Chancellor shifted the emphasis
underpinning his bank tax regime from being a corrective mechanism to tilt banks away from
risky lending towards revenue raising. In light of this changing objective the Treasury needs to
clarify what the purpose of bank taxes are, this particularly applies to the bank levy. Small and
medium size challenger banks and building societies may feel that it is unfair to be asked to pay
additional taxes to make reparations for the global financial crisis of 2008; a crisis that arguably
they did little to contribute to, compared to the role of the biggest global banks* (Barber and
Hunt, 2016).

The German bank levy is proportionate to bank size, larger banks pay a higher rate. The levy
was designed to reflect the perceived costs that an institution posed to society from systemic
risk. The levy is structured in two parts and charged at the following rates:
e Balance sheet liabilities, excluding retail deposits, equity capital and a few other
exclusions are charged at: up to €10 billion: 0.02 per cent; €10 - €100 billion: 0.03 per
cent; €100 - €200 billion: 0.04 per cent; €200 - €300 billion: 0.05 per cent; €300+ billion:
0.06 per cent
e Nominal face value of derivatives: 0.0003 per cent

A bank will be exempted from paying if its relevant balance sheet liabilities are less than €300m.
As a result, only around 25% of banks are captured by the levy. The annual payment is capped
at a maximum of 20% of the bank’s annual profits. The revenue raised by the German bank
levy has been small in comparison to the UK (Dowell-Jones and Buckley, 2015). German bank
levy is collected by the Federal Institute for Financial Market Stabilisation (Bundesanstalt fiir
Finanzmarktstabilisierung) and transfers it to its restructuring fund (Restrukturierungsfonds).

The concept and design of the German bank levy was basically taken over into the Single
Resolution Mechanism (SRM), being the second pillar of the Banking Union, created by
countries of the Euro Area, Lithuania and Latvia. The first pillar of the Banking Union is the
Single Supervisory Mechanism (SSM). The SRM's purpose is to solve the problems of banks
in default flawlessly and with minimal cost for taxpayers and real economy. The Single
Resolution Fund (SRF) is an instrument for addressing problems of banks. Contributions by
banks raised at national level are transferred to the SRF, which will initially consist of
compartments corresponding to each contracting party. These will be gradually merged over
the eight-year transitional phase (mutualisation).

Since February 2016, a sectorial tax has been introduced in Poland for banks, insurance
companies and other financial institutions, with an annual rate of 0.44% from the assets. In
Slovakia, since 2012, there has been a "special levy on selected financial institutions". Until
2014, the Slovak banking sector paid 0.4% rate, 0.2% from 2015 and a zero rate should apply


https://en.wikipedia.org/wiki/Single_Supervisory_Mechanism
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from 2021. In addition, banks in Slovakia also pay a contribution to the National Resolution
Fund, which is based on European rules and it is approximately four times lower than the bank
levy (SITA, 2016).

For 2010, Hungary introduced a bank levy of 0.45% from assets in 2009. Similarly, other
financial service providers were affected. The rate of bank levy was the highest in the world.
The special tax on financial institutions was innovated for 2011; the highest rate for banks with
assets over HUF 50 billion was 0.53%; the system of progressive rates also applied to insurance
companies - with the highest rate being 6.4% from premiums above HUF 8 billion. Since 2010,
Hungary has introduced a "crisis tax" for a period of three years, which applies to large
companies with high profitability in the retail, telecommunication and energy sectors. These
sectorial taxes were conceived as crisis, temporary taxes. However, they have survived to this
day, even though they have been criticized by the EU and other international institutions.
Despite later improvements, sector-specific taxes still play a prominent role, weighing on the
business environment. From 2016 the ‘sectorial tax for financial institutions’ levied on credit
institutions is 0.15% on the part of the tax base below HUF 50 billion and is decreased to 0.24%
on the part in excess. “Apart from an additional marginal decrease in taxes on the banking
sector, no further reductions in sector-specific taxes are implemented in 2017. These surcharges
are usually based on turnover or assets and in some cases, involve progressive rates. As a
consequence, intermediate goods and services are also part of the tax base, which results in a
distortionary effect. Given that many of the sectorial levies could not be fully passed on to
customers, they also decrease the rate of return to investment” (Hungary, 2017).

The Czech Social-Democratic Party (CSSD) has long sought to introduce sectorial taxes, and
has now submitted a proposal to introduce a “fair bank tax”. The bank tax should have four
rates, differentiated by asset value: 0.05% of assets up to CZK 50 billion; 0.1% for assets from
CZK 50 to 100 billion, 0.2% for assets from CZK 100 to 300 billion CZK and 0.3% over CZK
300 billion. The reason for introducing the bank tax is purely fiscal, it shall help “to control the
outflow of money from financial institutions abroad" (CSSD, 2017). At the same time, CSSD
proposes to introduce “fair business taxes”: "The Czech Republic has a very low corporate
income tax rate of 19%. Moreover, it only has a single rate. We want to introduce a modern,
progressive taxation of firms that will relieve small and medium-sized businesses ... On the
other hand, larger corporations, which now post high profits and often avoid taxation, will pay
higher taxes" (CSSD, 2017). It proposes to introduce 3 tax rates: 14% for profits up to CZK 5
million per year, 19% for profits of CZK 5-100 million and 24% for over CZK 100 million.
This proposal also concerns the financial sector. The proposals do not address the concurrence
of taxation of the banking sector.

The taxes that are conceived purely fiscally for selected sectors should not be regarded bank
levies as they are understood in the world. The purpose of bank levies is not to increase state
budget revenue, let alone control the outflow of money from financial institutions abroad. It
may be considered legitimate and systemic to introduce an increased corporate tax rate for
highly profitable businesses, for example, according to the British model. In addition, the
introduction of a SRM mechanism at both national and common "European" level can naturally
be considered.

Conclusion
The issue of taxation of the financial sector is a very complex one, with an extraordinary ability
of the sector to pay (except for financial crises), the overwhelmingly deficient burden of most
financial services by the value-added tax, efforts to use taxes as a means of regulating the
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financial sector, and suppressing speculative trades being in play. In addition, there has been a
major globalization of the financial sector that has not only increased international tax
competition, but has opened the door for tax evasion slightly - all of that in the conditions of
intensive lobbying and, eventually, corruption.

The approach to the taxation of the financial sector should generally be based on the much-
needed reform of value-added tax, as the necessary alternative solution of this problem can
hardly take into account the uneven tax burden arising from the first generation of value-added
tax. The modernization of value-added tax is very difficult under the conditions of the EU,
although theoretically, it could be relatively simple.

In the mid-term, we cannot but accept the given concept of the value-added tax in the EU. It
follows that we need to introduce an alternative taxation of financial services in Czechia - unlike
most EU countries, we do not have any alternative solutions yet.

The financial transaction tax is not and probably will not be a solution to the problems of
speculative financial products. If it is introduced in the EU and if it works, we can implement
it in our country as well. A more realistic approach may be to join the Single Resolution
Mechanism, complemented by the introduction of bank levy according to the German model.
There is no reason for the existence of other, similarly designed bank tax.

On the other hand, the proposal of the CSSD to differentiate corporate income tax rates could
be based on the British concept of a corporation tax surcharge designated for banks and building
societies. Even a substantially higher rate of corporate income tax, designed as an alternative to
the value-added tax can be introduced in the Czech financial sector. The corporate income tax
rate in the Czech Republic is lower than the EU average (22%); however, in relation to the
financial sector, we do not have to seek (moderately) below-average taxation, which is
internationally typical for smaller states. The corporate tax rate for the Czech financial sector
could be approx. by 10 percentage points higher than the current rate (19%). This solution may
also include a separate tax from wages in the financial sector, according to the Danish model.
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