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Foreword

It is a pleasure to present you the Proceedings of the 39th International Conference
on Mathematical Methods in Economics - MME2021. The conference was held by the
Czech University of Life Sciences Prague (CZU), Faculty of Economics and under the
auspices of the Czech Society for Operational Research on September 8-10th 2021. The
conference hosted nearly 120 participants, both onsite and online. The proceedings
contain 89 reviewed contributions.

The conference MME is a traditional event that brings together researchers and
practitioners in the field of Operations research and Econometrics, and it returned
to CZU after 12 years has passed since being organised here. It is not hard to notice
that many things have changed since then - the number of contributions has nearly
doubled, the sessions have become online, and the old research questions have turned
into new research questions. Fortunately, the most important aspect - the social role
of the conference - has remained. It is still an event that represents an opportunity for
the best experts in the field to meet and spend some time together.

The year 2021 was marked by issues and challenges where the mathematical methods
will play an important role: the pandemic, the new green deal and the turbulent weather
no less. On this 39th birthday of the conference, let us wish this event more successful
years and ideas that will contribute to dealing with those challenges. Finally, let me
express my sincere thanks to the members of the programme committee for securing
the smooth review process and the members of the organising committee whose effort
and hard work have made this event possible.

September 2021
Robert Hlavaty
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The competitiveness of V4 countries in the
context of EU member states

Markéta Adamova?, Jana Klicnarova?, Nikola Soukupovai3

Abstract. Even though there is no generally accepted definition and understanding of
the concept of competitiveness, this issue is currently of interest to many economic
analyses as a basic measurement for countries’ macroeconomic performance. The
measurement of efficiency is subject to different methods and data operationalization,
but in the European Union, the competitiveness concept has not been uniquely defined
yet. In our previous research, we provided an analysis of the efficiency of the Euro-
pean Union (EU) Member states using the Data Envelopment Analysis (DEA) and
Malmquist index of the efficiency of all EU-27 Member States during the period
2013-2019 given the total unemployment rate, general gross government debt, gross
capital formation and GDP per capita as macroeconomic indicators. This paper pro-
vides an analysis of the position of V4 countries within the evaluation of the EU Mem-
ber states with aims to analyze the efficiency progress of Visegrad countries (V4) in
comparison with EU member states.

Keywords: competitiveness, EU member states, economic efficiency, DEA,
Malmquist index

JEL Classification: C61, R11, R15
AMS Classification: 91B82

1 Introduction

The concept of competitiveness is currently of interest to economic theorists’ attention as a basic measurement for
countries' macroeconomic performance, even though there is no generally accepted definition, understanding and
measurement system of this concept due to its complexity and different perceptions [8, 21]. According to [22], as
a mirror of competitiveness could be understood the concept of economic efficiency as a commonly applied in-
strument to help identify the strengths and weaknesses of the evaluated states. The measurement of economic
efficiency, which closely related to the use of resources in the economy, is subject to different methods and data
operationalization, but in the European Union, the concept has not been uniquely defined yet, although the EU
Member States efficiency is the source of national competitiveness [1, 4].

The interest in measuring the efficiency of states has led to the development of different methods and data opera-
tionalization applied to the evaluation of efficiency. A frequently used research method is Data Envelopment
Analysis (DEA) method or Malmquist index productivity because DEA is suitable for determining efficiency of
units that are comparable to each other, e. g. selected macroeconomic indicators of countries [1, 4, 22]. Table 1
shows researches where the efficiency of states is evaluated by the data envelopment analysis (DEA) method.

Authors Year Main findings

Fare et al. [7] 1994 Innovation contributes to competitiveness growth more than improvements.

Martic and L - .

Savic [13] 2000 Only 17 regions in the EU can be classified as effective by DEA.

Stakaova, The best efficiency changes in competitiveness were achieved by NUTS 2 re-
and Melecky 2016 . . . :

[22] gions belonging to the group of the Visegrad countries.
Moutinho,

Madaleno and 2017 Resources productivity shows a positive and S|gn|f|pqnt influence independently
. of the country technical and eco-efficiency level.
Robaina [18]

! University of South Bohemia in Ceské Bud&jovice, Department of Management, Studentské 13, 370 05 Ceské

Budgjovice, adamovam@ef.jcu.cz.
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Authors Year Main findings

Lozowicka 2020 In inefficient countries can be identified weak areas and indicate the action that
[11] should be taken to improve their efficiency.
Stankovic,
Marjanovié 2021 26 out of 28 EU members state do not achieve satisfactory levels of socio-eco-
and Stojkovié¢ nomic efficiency.
[23]

Table 1 DEA method used for evaluation of efficiency of states
Source: own processing

In the EU there are still significant economic, social, and territorial disparities that lead to cohesion concerns in
the expanding and further integrating EU [24]. After the second world war, western European countries had to
undergo turbulent times. In countries of central Europe, there was communism which affects its national econo-
mies [20]. Many researchers define the term new EU countries (post-2004) and old/traditional (pre-2004) EU
countries, e. g. [3, 20, 17, 15]. Between old EU countries Austria, Belgium, Denmark, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden belong. As new EU countries are la-
beled Bulgaria, Cyprus, Estonia, Latvia, Lithuania, Malta, Slovenia, Romania, Croatia, and all of the V4 countries
[26]. According to [3], the present competitive advantage of new EU member states is a low-cost-based economy
which is attractive for foreign investors.

V4 countries belong to the group of transition countries [12]. The V4 group consists of four Central European
countries — Slovakia, Czechia, Hungary, and Poland. V4 countries have a common history, culture, and geograph-
ical position [2]. This may lead to the idea that they are comparable. According to [17], the V4 countries have
undergone rapid growth accompanied by restructuring and modernization.

Based on the research of [9] within the V4 countries the Czechia is the most successful country in terms of indi-
cators (reference years 2010 -2014). The differences in the economic performance of V4 countries are being nar-
rowed. According to [14] "development in V4 countries has a trend towards advanced countries, such as Austria
and Germany. There was a growth in their performance, increasing trend in effective use of their advantages and
improve in competitive position."

This paper provides an analysis of the position of V4 countries within the evaluation of the EU Member states
with aims to analyze the efficiency progress of Visegrad countries (V4) in comparison with EU member states.

2 Materials and methods

In our paper [10] we have analyzed the EU countries according to values of GDP per capita, Gross Capital For-
mation, General Government Debt, and Unemployment rate between 2013 and 2019. We applied Data Envelop-
ment Analysis to identify countries with optimal values under all these criteria and used the Malmquist index (M)
to measure progress in this evaluation. If we focus on V4 countries, we can see from results DEA that only Czechia
belongs to states with an optimal combination of outputs and inputs, in DEA language we called these states
efficient. The position of Czechia might be influenced by the low level of the unemployment rate (it was oscillating
around 2%) and decreasing level of government general gross debt (Czechia dept is decreasing from 2013) [6].
Results of a DEA are based only on data from the chosen year, therefore, it could be supplemented by the
Malmquist index to add an overview of development over time (2013-2019).

However, if we study a MI based on data from 2013 and 2019, we can see that all VV4 countries achieved quite
good results, their position is in the first half within the order of EU member states. The Czech Republic took 2nd
place (5.07), Hungary took 3rd place (4.2), Poland ranked 9th place similar to Slovakia (11th place, score 2.42).
The results follow the idea that there is a different dynamic between old and new EU member states

DMUs Ml DMUs Ml DMUs Ml DMUs Ml
Ireland 5.29 Netherlands 2.69 Belgium 1.86 | Luxembourg | 1.34
Czechia 5.07 Poland 2.58 Denmark 1.83 Sweden 1.32
Hungary 4.2 Malta 2.49 Germany 1.77 Spain 1.26
Croatia 3.44 Slovakia 2.42 Latvia 1.75 Bulgaria 1.22




DMUs Ml DMUs Ml DMUs Ml DMUs Ml
Portugal 3.34 Romania 2.28 Estonia 1.75 Italy 1.15
Slovenia 3.27 Lithuania 1.96 Finland 1.52 France 1.04
Cyprus 2.95 Greece 1.87 Austria 1.38

Table 2 Malmquist Index Score of DMUs
Source: own processing

Now, our aim is to focus in more detail on the progress of V4 countries in chosen parameters in comparison to
other EU countries. For our analyses we have used Unemployment Rate, General Government Debt, Gross Do-
mestic Product per capita (hereinafter GDP), and Gross Capital Formation (hereinafter GCF), all of the indicators
were ILO modeled estimates to ensure comparability across countries and over time. The data were obtained from
the World Bank [25] and the International Monetary Fund and the reference period was chosen 2013-2019 due to
the elimination of the effect of the financial crisis and COVID pandemic situation. For DEA we applied Unem-
ployment Rate, General Government Debt as proxies for inputs and Gross Domestic Product per capita, and Gross
Capital Formation as proxies for outputs.

To compare the progress of countries under these parameters. First, it was necessary to standardize data to get
comparable values under different variables. Since we use cluster analysis with Euclidian metrics, we normalize
data into vectors with unit $L_23$-norms (under variables, i.e. the vector of GDP per capita in 2013 has a unit
norm, for example). Our aim is to compare all values and progresses in all factors, therefore we applied cluster on
all normalized data — values of all variables in all studied years - i.e. we used values of GDP per capita, GCF,
Unemployment rate, and Debt from 2013 to 2019. In the following graphs, we can compare original and normal-
ized data. We can see that the order of countries' values for each year stays the same, however, the proposition of
the positions can change, it is given by the normalization.

30 0,6
Unemployment Rate - Unemployment Rate -
riginal data W
20 0,4
10 \ 0,2 e ——,
&
“"""‘-—._.__A
0 0
13 14 15 16 17 18 19 13 14 15 16 17 18 19
Bulgaria Croatia —8— Czechia Bulgaria Croatia —@=—_Czechia
—@—[inland —— Germany =——8=—Greece =—@=——Finland —f=— Germany =—@==Greece

Graph 1 Comparison of original and standardized data (on the example of Unemployment Rate)
Source: own processing

First, we applied Hierarchical clustering to get an idea about the position of V4 countries and then we ran a k-
means analysis, to discuss the properties of clusters in more detail.

3 Results

The hierarchical clustering was used to illustrate the clustering of EU countries, see graph 2. First, the old EU
countries come together, except Germany and France, which form a separate cluster as Italy and Spain. This fact
is due to the high level of gross capital formation (GCF) compared to other states. Luxembourg forms a separate
cluster due to its high GDP per capita compared to others EU states. Greece also forms a separate cluster, but due
to the high level of debt. The new countries of the European Union tend to come together. The hierarchical clus-
tering shows that the positions and developments of V4 countries are quite similar.



Clustered EU countries
Variables: CDP per capita, GCF, Debt, Unempl. rate

1stria

1 nﬁllll 1
e
thl};g,l Imdd
=1
‘LLm ak Be )u§ il
zec cepu ; fl
5%"1 ehy :»—H
% :
)g i —
FSIL) un :
Lo Se
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Distance (Euclidian metric)

Graph 2 Clustered EU countries
Source: own processing

To analyze the similarities and differences among countries in detail, we applied k-means cluster analysis, accord-
ing to results in hierarchical methods, we decided for the choice of 8 clusters, the division into clusters, we can see
in the following table 3.

Cluster n. 1 | Austria, Belgium, Ireland

Cluster n. 2 | Denmark, Finland, Netherlands, Sweden

Cluster n. 3 | Croatia, Cyprus, Portugal

Cluster n. 4 | Luxembourg

Cluster n. 5 | Bulgaria, Czechia, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Romania, Slovak Republic, Slovenia
Cluster n. 6 | Italy, Spain

Cluster n. 7 | Greece

Cluster n. 8 | France, Germany

Table 3 Clusters of EU states
Source: own processing

As the results show, the division into old and new states of the European Union is still evident — e.g. Austria,
Belgium, Denmark, Finland, Netherlands, Sweden form cluster n. 1 and n. 2, Italy and Spain together form cluster
n. 6 or France and Germany together form cluster n. 8. Cluster number 5 consists of 11 cases including V4 coun-
tries. All these cases belong to new EU member states. Traditional member states create clusters together (instead
of Portugal, which is with Malta and Cyprus). It supports the idea that differences between the traditional and new
EU member states may be influenced by their position in a global economy. The new member states are attractive
for multinational companies due to lower labor and production expenditures [15]. Even new members attract com-
panies by tax competition [19]. According to [16], the new EU member states are approaching to results of the old
member states (reference years 1996-2017, indicator GDPP), different in the speed of moving.

In all EU member states, the unemployment rate between 2013 — 2019 was decreasing. The position of V4 coun-
tries (the reference year 2016) was under the average of EU (6,7%) and Euro area (6,9). The Czechia had the
lowest rate of the whole EU (2%). Poland and Hungary unemployment rates were oscillating around 3%. Slovakia
was placed in the order of EU members in the second half with 5,8% (Eurostat, 2019). GDPP had an increasing
trend in all EU countries between 2013 and 2019. The highest growth was recorded in Czechia from V4 countries.
A similar improvement had Poland and Hungary and Slovakia placed last position [5, 6, 25]. The less indebted
country from V4 is Czechia. The highest debt from V4 countries has Hungary, even Hungary exceeds the limit
from the Maastricht agreement (60% of GDP). All V4 countries have general gross government debt under the EU
average [6].

We can see that all V4 countries are in one cluster. To study the specification of individual clusters, see graph 3,
where the values of clusters’ centroids are displayed.
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Graph 3 Clusters’ centroids
Source: own processing

In more detail, graph 3 shows centroids of each cluster. Therefore, we can see that countries of cluster n. 5 have
one of the lowest debts. Moreover, their debt is relative compared to the debt of other countries, decreasing. The
same for the unemployment rate. On the other hand, also GDP per capita and GCF are the lowest ones (in GDP,
only Greece (cluster n. 7) is worse than the centroid of cluster n. 5). If we run k-means analysis for 9 clusters, it
divides cluster number 5 into two separate clusters, the first cluster would consist of the Czech Republic, Hungary,
Romania, Malta, Poland, and Slovenia and the second cluster from Baltic countries together with Slovakia and
Bulgaria. The first cluster has a better level in macroeconomic indicators like the unemployment rate, GDP per
capita and gross capital formation than the second cluster. In contrast, the second cluster has a better level of
general government gross debt.

4 Conclusions

The V4 countries reach worse values in GDP and GCF than old EU member states. But both indicators are rela-
tively (in comparison with other EU countries) increasing within reference years in V4 countries. Their good
results are influenced by a low indebtedness and a low unemployment rate under the EU average. In the next years,
these good results could be affected by the economic situation accompanying the pandemic situation of COVID-
19.

The position of V4 countries is in a cluster with the lowest debt, even relatively decreasing, the same unemploy-
ment rate is low and it is decreasing. V4 countries have many similarities due to the common history, the best
position from them takes place Czechia. To compare with EU member states, V4 countries have the lowest em-
ployment rate and low level of indebted (except Hungary).

The V4 countries are approaching the results of the old member states what complies with the findings of [16]. V4
countries are leaders of new EU member states and have become an important source of improving the interna-
tional competitiveness of the largest economy in the EU.
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Economic Policy Uncertainty and Stock Markets Co-move-

ments
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Abstract. We empirically examine co-movements between the Economic Policy Un-
certainty (EPU) index and selected stock market indices (S&P500, UK100, Nik-
kei225, and DAX30) at different investment horizons. We show significant but time-
variant co-movements between EPU and stock markets employing wavelet analysis.
Moreover, we identify EPU as a leading indicator of stock market drops, especially in
the US, Japan, and Germany by using the time-varying domain based on the wavelet
coherence. The lag between the changes of EPU and selected stock markets is from 4
months up to 32 months for longer investment horizons. We identify the co-move-
ments between the EPU and stock markets also in times of decreased uncertainty but
only to a small extent.

Keywords: Economic policy uncertainty, wavelet analysis, stock markets, investment
horizons
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1 Introduction

There is a growing body of literature on the relationship between uncertainty and capital market returns. The
uncertainty is generally measured using the Economic Policy Uncertainty (EPU) index published by Baker et al.
(2016). As Pastor and Veronesi (2013) state, political uncertainty can be interpreted as uncertainty perceived by
investors and connected with future policy actions of the government. Authors demonstrate that stock returns are
affected by both fundamental economic and political shocks and show that political uncertainty increases the vol-
atility of stock returns.

Increasing uncertainty in markets is related to higher exchange rate risk (Abid, 2020; Albulescu et al., 2019), but
also FDI’s (Canh et al., 2019). Uncertainty affects the exchange rates of emerging countries (Abid, 2020), i.e.
that in time of higher uncertainty exchange rate risk appears which could impact fund, stock, and bond
investments in emerging markets. Firms are not sure what impact it may have on demand, so they are more risk-
averse (Tran, 2019). They decrease innovations also because of their risk aversion (He et al., 2020). Anyway,
uncertainty is also significantly related to firms asset structures — companies prefer to own fewer assets in foreign
currencies during times of higher uncertainty (Huang et al., 2019).

Increasing uncertainty is often related to decreasing stock prices (e.g. Antonakakis et al., 2013; Tiwari et al.,
2019; Luo and Zhang, 2020), however, there is still some gap in literature and we focus on comovements of
uncertainty and stock market returns at different investment horizons*. We follow Karp and Vuuren (2019) who
show that investors react to uncertainty in financial markets in different ways and with different lags.

We follow this stream of literature and provide contribution in several ways. First, we employ a continuous and
discrete wavelet transformation to identify the persistence (i.e. the cyclical behavior) of the EPU index and stock
markets indices at different investment horizons. Second, we empiricaly examine time-varying comovements
between the EPU index and stock market drops, especially during following events: Black Monday in 1987, the
Gulf wars in 1990 and 2003, the Japan crisis in 1989, the DotCom bubble, the terrorist attacks in the US in 2001,
the Global financial crisis in 2007, the Greek debt crisis in 2009, the Brexit referendum in 2016, and the

1 Mendel University in Brno, Faculty of Business and Economics, Zemé&dglska 1, 613 00 Brno, Czech Republic, peter.alorecht@mendelu.cz.
2 Mendel University in Brno, Faculty of Business and Economics, Zemé&délska 1, 613 00 Brno, Czech Republic, kapounek@mendelu.cz.
8 Mendel University in Brno, Faculty of Business and Economics, Zeméd&lska 1, 613 00 Brno, Czech Republic, zuzana.kucerova@men-
delu.cz.
4

Investment horizons are given by fractal dynamics. Effects of market fractions are significant when buying and selling orders are not
efficiently cleared very often (Peters, 1994).
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president Trump election in 2016. Third, we employ phase shift and wavelet cross-correlation sequences to provide
detailed analysis of lags. We confirm prevailing co-movements at frequencies below 32 months and lags be-
tween 2 and 6 months. Thus, our results identify the EPU index as a leading indicator of stock market drops for
long investment horizons.

2 Data and Methods

The co-movements between EPU and stock market returns is observed for the stock markets of major developed
countries, the US, Great Britain, Japan, and Germany in the period 1985-2019 (monthly data)®. Stock markets
are represented by the following indices: S&P500, UK100, Nikkei225, and DAX30.

We employ logarithmic differences to ensure stationarity for all the selected time series. We examine co-
movements between EPU and stock markets employing wavelet analysis. This approach allows us to differ-
entiate between frequencies representing different investment horizons (Fidrmuc et al., 2019).

3 Results

Most of the previous papers describe only periods when the uncertainty is rising (Luo and Zhang, 2020; Stolbov
and Shchepeleva, 2020; Chen and Chiang, 2020) but this paper analyzes not only periods with rising uncertainty
but also periods when there are peak seasons or the periods with decreasing uncertainty. As we observe, the rela-
tionship between stock indices returns and the uncertainty is very volatile, and that the uncertainty is related to
stock markets returns differently for each market fraction. Even in times of higher uncertainty, it is not so possible
to strictly conclude that the rising uncertainty causes the drop in stock market returns. As such, there is not a single
causality between uncertainty and stock market returns. In this context, the contribution of this paper is very clear
as this paper defines mutual coherence of stock indices returns and uncertainty for every period in time and every
market fraction separately.

A more detailed analysis of stock market returns, taking the existence of uncertainty (using the EPU index) into
account, is performed in the time-frequency domain applying the Wavelet coherence enabling the detection of
co-movement; results are presented in Figure 1.

An important finding of the analysis of the returns of S&P500 and the uncertainty (Figure 1, upper-left sector)
applying wavelet coherence and co-movement is that there is no exact co-movement in statistically significant
periods. There are mostly two situations prevailing in the figure and that is an arrow pointing either to the
bottom-left direction (an increase of the uncertainty indicates a decrease of the stock market index, i.e. the uncer-
tainty is a leading indicator of the stock market index) or an arrow pointing to the top-left direction (the stock
market index is a leading indicator of the uncertainty, therefore, when the stock market grows, the uncertainty
decreases). The second type of behavior is interpreted in two ways: (1) the investors can see the positive potential
in financial markets and, as such, the uncertainty about future growth decreases (Bonsall, et al. 2020); (2) the long-
term investors look at different fundamentals and before these fundamentals are announced in newspaper articles,
the markets have already incorporated this information into prices. That originates in the fact that long-term inves-
tors look at the information more difficult to process and release. Both explanations offer reasonable arguments so
they could be valid both at the same time.

In Figure 1 we can see that the EPU index is a leading indicator of future returns of the S&P500 index for short-
investment horizons (about 16-months and shorter), except for the period of the Global financial crisis in 2007.
There is also no significant relationship between the EPU index and stock market returns for market fractions lower
than 4 months.

Periods of significant historical coherence of the uncertainty and stock market returns occur in four periods while
three of these periods are related with crises. The first period, characterized by the biggest one-day drop of indices,
is identified the Black Monday in 1987 and our results show that the EPU index influences future returns of the
S&P500 index in short investment horizons (frequency scales 4-8 months).

5 The US data begin in January 1985; Japan and the EU data begin in January 1987 and the data for the GB begin in January 1998. We use
European EPU index as a proxy measurement of economic policy uncertainty in Germany.
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Figure 1: Wavelet Coherence for S&P500, UK100, Nikkei225, and DAX30.
Note: The color scales represent wavelet coherencies; the black contours denote insignificance at five
percent against red noise, and the light shading shows the regions probably influenced by the edge
effects. The direction of the relationship (the leading indicator) is represented by arrows (a left arrow
denotes an antiphase (180°) while a right arrow denotes in-phase (0° or 360°). A downward-pointing
arrow indicatesas a leading indicator of stock market returns.
Source: own estimation.

In the case of longer horizons, the S&P500 index is a leading indicator for the frequency scales from 16 to 32
months. This relationship is valid for the whole tested period which could mean that the EPU index increases the
uncertainty temporarily up to 16 months but in the case of long-term horizon, the stocks are more capable to
determine future market direction and to determine the perception of the uncertainty itself on the markets.

The second significant period is the period from 1997 to 2002; this period includes several economic policy
shocks having an impact on the rise of uncertainty (the Russian crisis, the President Bush's election, the DotCom
bubble, and the terrorist attacks in the US). The uncertainty on the markets is high because of these events and, as
Figure 1 shows, the EPU index is a leading indicator of the S&P500 index. Thus, the increasing uncertainty weak-
ened the decision-making of companies and as a result, the stocks dropped.

The third significant period dates from 2002 to 2007 and can be characterized as the period of booming markets
when the performance of stocks affected future uncertainty changes. The more detailed explanation is that the
uncertainty rises very quickly during economic shocks and then decreases rapidly. Based on the fact, that there are
not any negative events, investors perceive that the economy is in a good condition without any signs of pos-
sible present or future uncertainty.

The last period started in 2007. The S&P500 index affected the uncertainty during the Global financial crisis in
2007 and 2008 but the explanation seems to be different in this case. The uncertainty was high, but this crisis
was affected by the whitewashing of information by banks and companies. Therefore, the crisis appeared when it
was clear that the companies and banks had held very poisonous assets and it forced the stock prices to drop
severely when markets noticed the problem (Ramskogler, 2015).

When we look at the results for wavelet coherence of the UK100 index and the GB uncertainty (Figure 1, upper-
right sector), it is apparent that there are surprisingly very small significant areas of coherence; the values
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of coherence for frequency scales shorter than 4 months are very fragmented. When compared with the S&P500
index, our results show similar characteristics for frequency scales from 4 to 16 months when the EPU index can
be considered to be a leading indicator of the UK100 returns for most of the analyzed period.

The most significant area is partially shortened by a cone of influence; it is particularly the period during the
DotCom bubble and the terrorist attacks in 2001. When we look closer at this coherence area, however, we can see
that the coherence of the UK100 index and the EPU index is significant until 2005. It is probably due to the Gulf
war 2 that started in 2003 and the GB army participated in this conflict.

The UK100 index was a leading indicator of the EPU index changes for 64 and higher frequency scales after the
Global financial crisis in 2007 and the EPU index was a leading indicator of the UK100 returns for fractions up
to 6 months. But there is still a notable area with no significant coherence between the EPU index and stock
market returns.

We can also see the periods of low uncertainty with no significant coherence in the post-crisis period after 2011.
The significant area of coherence is related to the Brexit referendum in 2016 when the only significant period is
detected with a positive impact of the higher uncertainty on the UK100 returns. The explanation of this
surprising phenomenon is quite simple; after the GB had decided to leave the EU, the GBP/EUR exchange rate
dropped immediately by 10% of its value but no trade agreements with the EU were canceled. This depreciation
of the British pound started an uptrend on stocks of the GB companies. However, after the first recalculations of
the impact of Brexit on the GB economy had been released the prices were corrected back on the previous
values.

Therefore, the impact of the EPU index on the UK100 index was not direct as it affected the GBP value firstand
the depreciation helped the stock values to rise.

The coherence between the uncertainty and stock returns is the most significant in Japan (Figure 1, bottom- left
sector). A remarkable fact is that the significant relationship is observable particularly for the frequency scales
above 32 months, and it is valid for almost the entire analyzed period. The Nikkei225 index can be considered to
be a leading indicator of the EPU index for the whole period that includes the DotCom bubble, the Global financial
crisis in 2007, and Brexit that was also important for Japan.

Besides that, there are significant areas for frequency scales lower than 16 months, and these areas are significant
in the case of the increased uncertainty; these areas are related to the 1990 real estate bubble, then Japan came
through several difficult moments to revive the Japanese economy from 1991 to 1999. The significant co-
herence is observable from 2000 to 2002 after the DotCom bubble, then also during the Global financial crisis in
2007 and to a lesser extent during the Brexit referendum.

The fact that the mutual coherence of the EPU index and the Nikkei225 index is significant only in times of the
increased uncertainty indicates that it is of high importance to focus on this relationship during times when
economic policy shocks occur. The EPU index serves as a leading indicator of the Nikkei225 index in frequency
scales up to 16 months except for the Global financial crisis in 2007 and these findings are very similar to that of
the US and the GB markets. The uncertainty did not take into account information affecting companies because
this information was published when firms had financial problems or bankrupted (e.g. Lehman Brothers). As
such, the uncertainty itself appeared very late when problems of big firms, banks, and funds were serious, and as
a results stock returns became a leading indicator for the uncertainty during this period (Ramskogler, 2015).

In the case of the EU results (Figure 1, bottom-right sector), we can detect results similar for all four analyzed
regions, and it is the existence of significant coherence particularly during economic shocks. We can also state that
EPU index is a leading indicator of the DAX30 index in most cases for frequency scales from 4 to 16 months.
When compared with the other markets for long-term investors — the DAX30 index is a leading indicator of the
EPU index for frequency scales higher than 16 months. Information for long-term investors is more difficult to
process as it is released in newspapers later when the market has already reacted to other economic fundamentals
(Peters, 1994).

For frequency scales from 4 to 16 months, the EPU index affects DAX30 returns negatively. Again, this finding
concerning the European financial markets is similar tothe other three markets; these results are significant
particularly in crisis periods (in 2000-2002 or in 2007). We identify the returns of the DAX30 indices to be a
leading indicator of the EPU index (and not the uncertainty to be a leading indicator for returns) for this particular
period. This specific information is more related to the DAX30 index because this information whitewash was
operated by German banks and companies on a large-scale. These companies were buying securitized securities
issued by the US banks, and these banks held subprime loans and mortgages in their portfolios. Therefore, the
DAX30 index dropped, and as a result, the crisis began, and the uncertainty boomed (Ramskogler, 2015).
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4 Conclusion

Our results confirm significant but time-variant co-movements between the EPU index and stock markets, espe-
cially during times of turbulence (Black Monday in 1987, the DotCom bubble, terrorist attacks in 2001, the Global
financial crisis in 2007 etc.). We interpret frequency scales as investment horizons and confirm time- varying co-
movements of the EPU index and stock market. Our results detect the co-movement for investment horizons be-
tween 4 and 32 months. Thus, we confirm that the EPU index serves as a leading indicator of stock market drops
at short-term investment horizons.

Therefore, we offer some investment recommendations for periods of uncertainty increases as there is an
opportunity to speculate on stock indices drops through hedge funds, options, and other instruments. However, it
is necessary to make this investment for at least 16 months ahead; for more risk-averse investors, these findings
might at least indicate the time to close buy positions or to sell the assets. Investors look at different trading fun-
damental indicators in case of long-term investments (Peters, 1994), and the prices of stocks are moved sooner
after this information is released.

Third, we employ the phase shift and wavelet cross-correlation sequences to examine the lags (at different
frequency scales) between EPU and stock market indices. We confirm prevailing lags between 2 and 6 months as
such, these results signal that the EPU index serves as a leading indicator of stock market drops.

Our results are in line with recent literature (Baker et al., 2016; Tiwari et al., 2019; Luo and Zhang, 2020; Stolbov
and Shchepeleva, 2020) and provide robust evidence of coherence between the uncertainty and stock market
returns. However, we contribute with distinguishing investment horizons separately.
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Optimal consumption with irreversible in-
vestment in the context of the Ramsey model
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Abstract. The Ramsey model is widely used in macroeconomic studies, but only few
studies consider the irreversibility of investment which is an important aspect of real-
life investment. In this paper, we consider a Ramsey model with irreversible invest-
ment. While the main focus of the current literature is on a qualitative discussion of
such problems, our paper provides a framework for quantitative analysis of the tran-
sition path. Finding the optimal transition path in a Ramsey model with irreversible
investment requires solving a multistage optimal control problem with two kinds of
stages. These stages are called ‘free’ and ‘blocked’ intervals in the literature, with zero
gross investment in the blocked interval and positive gross investment in the free in-
terval. We show that the optimality conditions for such a problem imply the continuity
of the control variable along the transition path, which is an important feature in find-
ing the switching moments between free and blocked intervals. We use this feature
and the backward integration method for a quantitative analysis of the transition path.

Keywords: Ramsey model, Optimal control theory, multistage optimal control prob-
lem, Irreversibility of investment

JEL Classification: P28, C610
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1. Introduction

The Ramsey model is one of the most popular and widely used models in macroeconomic studies. It has been
constructed by Ramsey [1] to overcome one of the shortcomings of the Solow- Swan model by removing the
constant saving rate assumption and allowing households to optimize their saving and consumption behaviour.

In the Ramsey model, output is a function of the capital stock and can be used for consumption and investment
purposes. In this model, due to discounting, a unit of consumption which occurs at a later time leads to less utility.
However, investment through postponing consumption, increases the capital stock which leads to higher consump-
tion in the future. Intertemporal optimization is used to determine the optimal amount of consumption over time
under a macro-economic budget constraint.

Most of the studies using a Ramsey-type model are based on the assumption of reversible investment. It means
that consumption can temporarily exceed output, because it is possible to decumulate capital for consumption
purposes. This assumption is unrealistic in many cases. In reality, once investment in fixed capital has taken place,
it can’t be used for consumption purposes anymore, hence, gross investment in capital must be non-negative.

Arrow and Kurtz [2] implement the irreversibility of investment in the Ramsey model by means of a non-negativity
constraint on gross investment. In order to find the optimal transition path toward the steady state, they define two
kinds of intervals: free intervals, where the non-negativity constraint on gross investment is not binding and
blocked intervals, where the non-negativity constraint is binding. They consider the order of the free and blocked
intervals but they effectively disregard the duration of these intervals as well as the timing of the switching mo-
ments between the intervals.

Rozenberg et al. [3] discuss a Ramsey model with irreversible investment and a constraint on accumulated pollu-
tion. They provide a qualitative discussion based on optimal control theory but in order to find a quantitative
solution they use the GAMS solver as a black box.

With respect to the literature, there is still a lack of a systematic framework that facilitates quantitative analysis of
the transitional dynamics in the Ramsey model with irreversible investment. Our paper aims to shed more light on
handling this problem by formulating it as a multistage optimal control problem.

1 Maastricht University, School of business and Economics, 6200 MD Maastricht, n.ansari@maastrichtuniversity.nl.

2 Maastricht University, School of business and Economics, 6200 MD Maastricht, adriaan.vanzon@maastrichtuniversity.nl.
8 Maastricht University, School of business and Economics, 6200 MD Maastricht, o.sleijpen@maastrichtuniversity.nl.

4 De Nederlandsche Bank N.V., 1017 ZN Amsterdam, o.c.h.m.sleijpen@dnb.nl.
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To this end, we will provide a relatively simple picture of the problem by representing the Ramsey model with
irreversible investment as a three-stage optimal control problem. First, we show that this perspective allows us to
specify the switching moments between free and blocked intervals. Secondly, we use the backward integration
method, introduced by Brunner and Strulik in [4], to analyze the transition path toward the steady-state in a quan-
titative manner.

2. Method

2.1. The Ramsey model with irreversible investment

In this section we discuss a Ramsey model with irreversible investment. The per capita Cobb-Douglas production
function is given by®:

y=f(k) =Ak" (€
where y is output, K is capital, A represents total factor productivity, while « is the partial output elasticity of cap-
ital. Utility, u(c), is a function of consumption, c, is given by:
Cl—a’

2

where o is the elasticity of substitution®. The central planner’s goal is to maximize the discounted value of total
utility:

u(c)=

1-0

max fooocll_—_: e Pt dt, 3
Subject to:
k=i-6.k (4)
y=i+c, (5)
i>0. (6)

equations (4), (5) and (6) represent the equation of the motion for capital, the budget constraint and irreversibility
constraint, respectively, where & is the depreciation rate, and i represents the rate of gross investment in fixed
capital. The Hamiltonian of this problem is:

H="""e+ Ak, %
The lagrangean of the problem is:
L=H+up(A.k*—-c), (8)

From the first order conditions (FOC) of this Hamiltonian problem we have:

oL . 1
= =0=c= (e A+ e, ©)

. daL
A= % (6 —A k™ ) A+ u(a. A kD), (10)
WAk —¢) =0, (11)

where 4 is the co-state variable associated with capital. u represents the lagrange multiplayer of the non-negative
gross investment constraint and equation (11) implies that it is zero for ¢ < y, i.e., for strictly positive gross in-
vestment we have yu = 0. Equation (10) represents the equation of motion for A.

® For the sake of simplicity, we set the labour force equal to L,. Hence equation (1) can be regarded as a per capita production function.
6 We assume ¢ > 1 and o # 1.
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2.2. A three-stage optimal control version of the Ramsey model with irreversible in-
vestment

In this section we consider the Ramsey model with irreversible investment as a multistage optimal control problem.
According the Arrow and Kurtz paper [2] in such a problem the transition path must adhere to proposition 1:

Proposition 1: “there exists k such that for all k < k the optimal policy coincides with the reversible case while
investment is zero for all k < k “[2].

The situation in which gross investment is strictly positive while k < k, coincides with the irreversible case, is
called a free interval. The situation in which the non-negativity constraint on gross investment is binding and k <
k is called a blocked interval.

Arrow and Kurtz [2] do not actually specify the value of k . However, we show that proposition 1 can be trans-
formed to a three-stage optimal control problem that includes transversality conditions which can be used to obtain
the value of k.

By keeping the terminology used in this paper close to the one used by Arrow & Kurtz [2], we define a three-stage
model as follows: the first stage is associated with a blocked interval; the second stage is associated with a free
interval and the third stage starts when we obtain the steady state. Stage one and two together define the transition
path. We assume the T1 represents the switching moment between the first stage and the second stage, and the T2
represents the switching moment between the second stage and the third stage. So, T2 also represents the moment
that the steady state arrives. In the three-stage model, the social planners’ goal is to maximise total utility W subject
to (4)-(6), where W is given by:

W = WB + WF + ¢(k55, TZ) (12)

In equation (12) Wy and Wy are the total welfare accumulated during the first stage which is a blocked interval
and the second stage, which is a free interval, respectively. ¢ (kss, T2) represents the scrap value function which
shows the total utility gained by remaining in the steady state from time T2 onward. ¢ (kgg, T2) shows the maxi-
mum value of the welfare integral of future utility starting from time T2 with an initial capital stock kg that
remains unchanged during the steady state. Equation (12) can now be rewritten as follows:

W= le (,'Bl_g

—pt T2 CFI_U —pt o] Cssl_a —pt
o e dt + [ —.e dt+fT2—1_U .e”Ptdt, (13)

T1 1-

where cg , ¢ and cgg represent the time paths of consumption during the three-stage defined above. obviously,
cgs IS constant during the steady state, while c; and ¢ vary over time.

Now we consider the optimal consumption path and the Hamiltonians associated with each stage. In the first
stage, investment i is zero. So, we have’:

Hp =B o P 4 Ap. (8. k), (14)
Yy =¢Cp, (15)
k‘B = _6.kB, (16)

Equation (16) is the equation of the motion for the capital stock during the blocked interval. It follows that kg ; is
given by:

kge=e 5%k, (17)

where k, is the initial value of the capital stock. In order to find the optimal consumption path during the second
stage, we use the FOC given by equations (9)-(11). In the second stage investment is positive and 4 = 0. Hence
we have:

Hp =% Pt 4 Ap (k™ — ¢ = 8.kp), (18)
UE — 0= cp = (e Pt Ap)V 7, (19)
BCF

" From now on we will be using the subscripts, B, F, and SS to denote a blocked interval, a free interval and the steady state, respectively.
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A= =3 = (85— Ay a). 4, (20)
Cp = _’Ti%, (21)°
/T'F = 6 - A. kF_1+aa (22)

Using equations (18)-(22), the equations of motion for the capital stock and the level of consumption during the
free interval are given by:

.o Ak ta -8+ p)

Cr (23)

g
kp=Akp® —cp — 8.k (24)
In the third stage, we are at the steady state and kgs = 0 and cg5 = 0 .

2.3. Finding the steady state

The steady state would be obtained at the end of the second stage. In the steady state ¢ and kg both should be
zero. So, from equation (23) and (24) and assuming kgs > 0 and cgg > 0, the steady state value of ¢ and k,
(css) kss), are given by:

)1-a, ( (25)

.(1—-a)+p Aa_ 1t Aa _t
(Css:kss)=< )

. T-a Yi-a
a §+p 6+p

2.4. Transversality conditions and switching moments between intervals.

In this section we show that the transversality conditions of the three-stage model that pertain to the optimal
switching moment between the stages imply continuity of consumption. This means that k in proposition 1 is on
the point of intersection of the stable arm and the y = ¢ line.

In order to find the optimum switching moment between the stages, the transversality conditions require the equal-
ity of the Hamiltonians of two adjoining stages at the switching moment between them (see [5] and [7]). The
economic interpretation of this transversality condition is that staying one more unit of time in each stage adds the
(utility) value of the Hamiltonian at that moment to the total utility. So, if the Hamiltonians are not equal at the
switching moment, then it means that staying longer or shorter in one of the stages may actually improve total
utility. The gains and losses from lengthening each stage by one unit of time are as follows®:

ow,
WlB = Hp (26)
oW
a1~ Hrm @7
oW
T2 = Hp 1y (28)
99 (kss, T2)
T~ oar2 = —HgsT2 (29)
At the switching moment between the blocked and free interval the Hamiltonians are given by:
oo 1
HB,Tl = i’Ti P e_pt + /13"['1. (_5. kB,Tl) (30)
crr —pt 31
Hpry = 1-5 ¢ +Aer1-Wer1 — Crr1 — 6-kpe) (1)

In equations (30) and (31) Azr; and Agr; shows the shadow price of capital immediately before and after the
switching moment. In the current problem there is no pure state constraint and in such a situation it can be shown

8% = M, i.e., X is the instantaneous proportional growth rate of x.

® We add time subscripts T1 and T2.
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that there is no jump in the co-state variable at the switching moment between the stages implying that A 71=A¢ 74.
So, since yp r1 = cgr1 (and yp 11 = Yr 1) the equality of the Hamiltonians at the switching moment implies that
Cpr1 = Crr1. SO, there is no jump in the consumption.

Based on proposition 1, the free interval coincides with the reversible case [2]. In the phase diagram of the Ramsey
model with reversible investment the only path that leads to the steady state is the stable arm [1]. Hence, the
continuity of the consumption implies that the switching moment between the blocked and the free interval is at
the moment that the stable arm leading toward the steady state from the North-East intersects the y = ¢ line in the
¢, k phase-plane. Hence k in proposition 1 is the value of k in the point of intersection of the stable arm and the
y = c line in the phase diagram of the Ramsey model.

In the Ramsey model with irreversible investment, it takes an infinite amount of time to reach the steady state, so
in practice we have two stages only. The reason to introduce the scrap value function associated the third stage is
that it can very effectively cover situations in which a steady state arrives at some finite date in the future, for
example if there is a fixed ceiling on Co, emissions, which we have included in more extensive version of the
current model (for more details see [6]).

In order to find the k in proposition 1 we need to travel along the stable arm coming from the North-East in the
Ramsey phase diagram. In order to do this, we use the backward integration method described by Brunner and
Strulik in [4]. This method traces the solution from a value arbitrarily close to the steady state back to the initial
condition by making time run backwards. In the steady state ¢ and k are exactly equal to zero so a backward
solution starting exactly from the steady state would never get away from it. In order to find the initial value for
moving backward, first the slope of the stable arm should be determined then the initial value for the backward
integration can be found as the point of intersection of a straight line through the steady state, with the slope of
stable arm, and a circle with radius ¢ to the North-East of the steady state (for more details see [4]).

In order to make the discussion clearer, the next section presents a numerical example. The system of differential
equations shown in equations (23)-(24) describes the optimal transition path toward the steady state. However, it
is nonlinear and cannot be solved analytically, but it is possible to obtain a numerical solution as will be shown in
the next section.

3. A numerical example

Figures 1 and 2, which are generated by using Mathematica (© Wolfram), show the phase diagram and the optimal
consumption path, respectively, for the parameter set given below:

{6 =0.05=,p=0.02,0 =0.6,4A=4,0 =0.3,k, = 20000}

where k, represents the initial value of the capital stock. In Figure 1 point E shows the equilibrium point and the
red line shows the optimal transition path from (c=y, k = k, ) to the steady state. The transition path consists of a
blocked interval at the beginning and then it switches to the free interval at the point of intersection of the stable
arm and the y = ¢ line. In Figure 1 the ¢ = 0 and k = 0 loci, obtained from equations (23) and (24), divides the
phase plane into four regions. Black arrows show the direction of the motions of ¢ and k in each region. Blue
arrows show the resultant vectors of these motions. Because of the irreversibility of investment, the levels of
consumption that are above the y = ¢ line are infeasible.
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4. A short discussion of the optimal order of intervals

In this section we try to clarify the reasons for the order of intervals proposed in proposition 1 by using he charac-
terisations of the Ramsey phase diagram. If k, > k then the optimal transition path consists of two intervals, a
blocked interval followed by a free interval. Now the question is that why this is the order of the intervals in
proposition 1, why not to start with a free interval? If k, > k , there are three possibilities to initiate the move to
the steady state from the right-hand side of k:

1. ¢, >y, however, this is ruled out by the irreversibility of investment assumption;

2. ¢y =y, which means staying in the blocked interval at the beginning and then switching to the free interval
later.

3. ¢y <y, which means starting with a free interval. The direction of the motions, as implied by equation
(23) and (24) implies that for k, > k choosing such a level of consumption would results in a move of the
arrows far away from the steady state (as shown by the black and blue arrows in Figure 1). So, in order to
hit the steady state, there must be a jJump in consumption from the free interval to either the y = ¢ line or
on to the stable arm directly.

As shown before, the optimality conditions imply continuity of consumption along the optimal transition path.
Hence, it is not optimal to start with a free interval (like the third possibility) and the only remaining feasible option
for choosing c, is the second option where ¢, = y.

5. Conclusion

Our paper provides a framework for the quantitative analysis of the transitional dynamics in the Ramsey model
with irreversible investment. We look at the problem as a multistage optimal control problem with two kind of
stages namely free and blocked intervals. This perspective allows us to use a number of the transversality condi-
tions to specify the switching moment between different type of intervals.

We show that transversality conditions in the proposed multistage problem imply that at the switching moment
between the intervals there is no jump in consumption. This feature determines the optimal order of free and
blocked intervals and also it implies that the optimal switching moment between the intervals is defined by the
duration of the movement along the y = ¢ line up to the point of intersection with the stable arm.

By adding more constraints to the Ramsey model with irreversible investment, such as an emission ceiling or a
constraint on available resources, the number and the order of the intervals could be different from the current
problem. However, our paper provides a perspective on the handling of the irreversibility of investment constraint
in the context of the Ramsey model in the simplest possible setting. This setting can easily be modified to handle
more sophisticated version of the problem where the optimal timing of the stages is crucial aspect of the solution.
In addition, if the steady state arrives at some finite moment in time, its optimal arrival time and its optimal initial
stocks can be derived using the scrap value function that capture the utility value of the steady state in combination
with transversality conditions regarding the optimality of this arrival time as well as the optimality of initial stocks,
as we will show in follow-up version of this paper.
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Impact of incorporating and tailoring
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Abstract. The paper proposes the use of the analytical network process (ANP) for
quantification of the impact of incorporating the main topics of the international
project management standard PRINCE2 into a semantic model, which displays the
project management environment in a commercial project-oriented organisation. The
semantic model is derived based on the organizational structure and the life cycle of
a projects. The ANP network creates the basis for analysis of the preferences of the
project roles, project documents, and other elements of the project management
environment of the organization and analysis of their individual relationship to
organization units. Using the ANP analysis the impact of incorporating the main
topics of PRINCE?2 into the project management environment of the organization is
estimated and quantified. Furthermore, the ANP is used to perform a sensitivity
analysis of the preferences of individual components of the semantic model when
changing the importance of individual incorporated topics of PRINCE2 in the
organization. The authors of the article build on their previous work and research
activities in the field of project management.
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1 Introduction

International standard of project management PRINCE2 (PRoject IN Controlled Environment) is the leading
structured project management method in the United Kingdom, and it is used across the whole world in the private
and public sector [14]. According to [6], PRINCE2 is a process based on project management methodology.
PRINCE2 was developed to gain control at the start, during the progress and at the completion of projects. It is
project management based on three constraints (time, quality and cost connecting in the Project Management
Triangle). PRINCE2 divides projects into manageable and controllable stages. It is necessary to understand how
to make all three project constraints adjust to each other to deliver a project within the scope.

The basis of the PRINCE2 method is to describe project management as planning, delegating, monitoring and
control of all aspects of the project. It is necessary to achieve the project objectives within the expected
performance targets for time, cost, quality, scope, benefits and risk. PRINCE2 clearly defines the roles and
responsibilities of the project team members [6] and focuses on the product that has to be delivered. PRINCE2 has
improved the product value especially in the field of IT projects [7], but also in other areas, for instance in the field
of e-learning [2].

Nowadays, according to [7] business companies are shifting within their project-oriented environment to use the
international project management methodology PRINCE2, not necessarily just in the field of IT projects. However,
the implementation of PRINCE2 can also be a very difficult process, especially in terms of the dividing project
into manageable and controllable stages [12]. And because the introduction of new ways and methods of project
management can be a difficult process, it is necessary to define and describe the project environment of the
organisation. Various methods and tools can be used for this, such as the semantic model, which has been used by
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2 Czech University of Life Sciences Prague, Department of Systems Engineering, Kamycka 129, Prague, rydval@pef.czu.cz.
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[10], [16] or [5] and it is also possible to quantify individual parts of the project environment. The introduction
and tailoring of the PRINCE?2 into an organization always has a certain effect and impacts on the organization.

The aim of this paper is to quantify and evaluate the impact of the international project management standard
PRINCE2's incorporation into an organization's project-oriented environment. The paper proposes the use of the
Analytical Network Process (ANP) for quantification of the PRINCE2 incorporation's impact on to a commercial
project-oriented organization. After PRINCE?2 incorporation, the project team members must still decide on their
own project management framework. Therefore, preferences of the project team roles are quantified and the
stability of these preferences values are tested using sensitivity analysis. The results of the sensitivity analysis
show the stability of the individual roles weights due to the changes in particular PRINCE2 principles' importance.

2 Materials and Methods

2.1 International standard of project management PRINCE2

PRINCE2 (PRojects IN Controlled Environments) is a structured project management method and practitioner
certification programme [6]. PRINCE2 divide projects into manageable and controllable stages. PRINCE?2 is a
project management methodology of 7s. The principles, themes and processes all follow this model.
PRINCE2 derives its methods from 7 core principles. Collectively, these principles provide a framework for
good practice. The Principles are [6]: Continued Business Justification, Learn from Experience, Define Roles
and Responsibilities, Manage by Stages, Manage by Exception, Focus on Products, Tailor to the
Environment. Themes provide insight into how the project should be managed [6]. They can be thought of
as knowledge areas, or how principles are put into practice. They are set up at the beginning of the project
and then monitored throughout. Projects are kept on track by constantly addressing these themes — Business
Case, Organisation, Quality, Plans, Risks, Changes and. Progress The PRINCE2 method also separates the
running of a project into 7 processes. Each one is overseen by the project manager and approved by the
project board. Here is a breakdown of each stage [6]: Starting Up a Project, Initiating a Project, Directing a
Project, Controlling a Stage, Managing Product Delivery, Managing Stage Boundaries, Closing a Project.

2.2 Semantic model

A semantic model consists of a semantic (associative) network that [11] define as "natural graph representation".
In the semantic network, each node represents individual objects of described world and edges connecting these
nodes and represent relationships between these objects [21]. The term "semantic network" was for the first time
used by [13] in his dissertation on the representation of English words and according to [15] are semantic networks
suitable for displaying and expressing big information resources, management structures and processes or other
areas.

2.3 Analytic Network Process

Many decision problems cannot be decomposed and structured hierarchically, i.e. they cannot be structured into
an Analytic Hierarchy Process (AHP) model (see [ 18] for introduction to AHP theory), because they involve many
interactions and dependencies of higher-level elements in a hierarchy on lower-level elements, i.e. these problems
can be structured into a network. ANP is represented by a network, then as a hierarchy ([17], [19], [20]). Therefore,
the Analytic Network Process (ANP) is a generalization of the Analytic Hierarchy Process. ANP can include the
dependencies between the elements of different levels of the hierarchy as well as of the elements of the same level
of the hierarchy (higher-level and lower-level elements in a hierarchy). The ANP model can reflect the increasing
complexity of a network structure, where the network can be created from different groups of elements. Each
group of elements creates a network cluster, which includes a homogeneous set of elements. Connections can exist
between clusters as well as between the elements i.e. between the elements inside the cluster and between the
elements from different clusters. In AHP for hierarchical trees, synthesized global priorities are calculated by
multiplying the local priorities, which are determined via pairwise comparisons of the priority of the parent
element. In ANP this process is replaced by the Limit Matrix calculation ([1], [17], [19], [20]).

The basic steps of the ANP method according to [19]:

e The first step is to create a network, which describes the decision problem. The ANP network shows
dependency among decision elements.

e The second step is to conduct the pairwise comparisons of the elements within the clusters and among the
clusters. ANP prioritizes not only decision elements but also their groups or clusters as it is often the case in
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the real world. The consistency of these comparisons should be controlled. The consistency is measured by a
consistency index defined by Saaty:

[ — max
s ’ 1
n—1 M)
where /.4, is the largest eigenvalue of Saaty's matrix and # is the number of criteria. Saaty's matrix is considered

to be sufficiently consistent if 7s<0.1.

e The third step is to construct the Supermatrix. The priorities derived from the pairwise comparisons are entered
into the appropriate position in the Unweighted Supermatrix. This Supermatrix has to be normalized using
clusters weights, the Weighted Supermatrix is calculated:

Ci C, .. Cy
Ci [Wir Wi, .. W,
W=C.2 W21 WZZ WZn (2)
Cn IWh1 W, .. W,
where each block W;; of the supermatrix consists of:
Wi Wi o Wi
wy=|v Mo e 3)
Wni Wpnz - W;ln
where:
n
Zwij =1,j€(L,n) @)
i

e The fourth step is to compute the Limit Matrix and global preferences of decision elements are obtained. The
Limit Matrix is used to obtain stable weights from Weighted Supermatrix. Raising the Weighted Supermatrix
to powers generates the Limit Matrix, the powers will converge to a given matrix (the Limit Matrix), or the
powers will converge to a cycle of matrices (the Limit Matrix is the average of these matrices). From Limit
Matrix the final global values of priority (preferences) are gained. These preferences present the best decision
selection. More information on standard steps of the Limit Matrix calculation are in [19] and see [1] for more
information about algorithms for computing the Limit Matrix.

o Sensitivity analysis in the ANP. Sensitivity analysis is used to check the results obtained through the ANP
model, i.e. to check the stability of preferences [8]. To start with the sensitivity analysis, elements having the
highest preferences of the observed cluster are identified first. The impact of the increased value of the
preference should be observed on all other elements of the cluster. The interpretation of the data obtained from
the sensitivity analysis is, that as the input value, the priority of selected nod in the Unweighted Supermatrix,
changes from 0 to 1 and the corresponding priorities of the alternatives, are computed from the Limit
Supermatrix ([17], [19]). ANP is in this paper processed by the SuperDecisions software ([22]). The software
that implements the Analytic Network Process based on Thomas L. Saaty’s work, was developed by William
J. Adams working with Rozann W. Saaty.

3 Results and Discussion

3.1 Case study: Incorporating and tailoring of PRINCE?2 in a commercial unit

The research in a commercial unit (the bank organization) took place from 2016 to 2020. The chosen organization
is the international banking company with an extensive portfolio of banking services for corporate or personal
clients - represents a typical corporate environment with developed project management. Within the research, a
basic semantic model of project management was created as stated in [3] or [4] and further described and
interpreted in [5], [10] or [16] — the model includes a complete network of project roles, departments, project
documentation, project restrictions, etc.

The ANP for analysing the impact of incorporating the PRINCE?2 into a project environment of a commercial unit
is used as follows: The description of the project environment of a commercial unit is created using the semantic
model of the this environment. Based on this description, a network for ANP is created consisting of clusters (sets
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of indicators and elements) describing the project environment. It consists of five clusters: strategies, organisation,
project documentation, limits, and team roles as stated in the previous research [3], [4], [10], [16] or [5], which we
follow up with this article. Then pairwise comparison of individual elements within the cluster and between
clusters is performed according to the ANP network settings. This yields the weights of the individual elements.
If the comparison values are left equal to 1, i.e. the weights of the individual elements depend only on the network
structure (the project environment structure). If the project environment is then changed, e.g. by implementing a
new project management standard (PRINCE2), which can change the relationships between the cluster elements
of the project environment, the pairwise comparison is performed again and the impact of the introduction of the
project management standard on the organisation is determined.

So that after the incorporation of the basic principles of PRINCE?2 into the project environment of the organization,
the changes are reflected in the ANP model showing the project-oriented environment. These changes are mainly
the setting of new relationships between the elements of the clusters: project documents, project team roles, and
project constraints, especially in relation to the strategy of the organization, which now take into account the basic
principles of PRINCE2. The preferences of individual project team roles (shown in Table 1) before the
incorporation of the PRINCE2 principles are presented by the Neutral model and after the introduction of the
PRINCE?2 principles are presented by the PRINCE2 model. In the Total column are the values of preferences from
the Limit Matrix of ANP, the column Normal shows the values of preferences normalized for Project Team Roles
cluster, and the column Ideal shows the preferences obtained by dividing the values in the Total column by the
largest value in the column.

Total Normal Ideal Ranking
Project Team Roles Neutral PRINCE2 Neutral PRINCE2 Neutral PRINCE2 Neutral PRINCE2 Diff.
Model Model Model Model Model Model Model Model )
Business Analyst (BAN) 0.00003  0.00471 0.00018 0.02646  0.00023 0.03790 8 7 1
Business Architect (BAR) 0.00015 0.00248 0.00101 0.01392 0.00124 0.01994 7 8 -1
IT Delivery Manager (ITDM) 0.01439 0.01687 0.09772 0.09473 0.12038 0.13572 2 2 0
Project Manager (PM) 0.11951 0.12430 0.81183  0.69800 1.00000 1.00000 1 1 0
Senior Supplier (SeS) 0.00408 0.00526 0.02773 0.02956 0.03416  0.04235 5 5 0
Senior User (SU) 0.00408 0.00526 0.02773 0.02956  0.03416  0.04235 4 4 0
Solution Architect (SAR) 0.00001  0.00515 0.00004 0.02891 0.00005 0.04142 9 6 3
Sponsor (Sp) 0.00089 0.00178 0.00602 0.01001 0.00741 0.01434 6 9 -3
Team Manager (TM) 0.00408 0.01226  0.02774 0.06886 0.03417  0.09865 3 3 0

Table 1 Quantification of the cluster Project Team Roles

In the project management environment in the commercial unit, the Project Manager (PM) is evaluated in the ANP
model as the most important role, no other role is so important. However, after incorporating the PRINCE2
principles, the importance of the PM decreased, especially in favor of the project role Team Manager (TM),
although the overall ranking of these roles remained the same. Furthermore, incorporating PRINCE2 had a
significant effect on reducing the importance of the Business Architect role (BAR) in favor of Business Analyst
(BAN) and in reducing the importance of the role Sponsor (Sp) in favor of the Solution Architect (SAR) (shown
in Table 1). This occurred when the changes arose in roles and in roles’ responsibility in case of partial
transformation of the organization. Especially, there is important change (exchange of position/location) at SP and
SAR in which case is the consequence of the upper involvement of role at the agile method of management project
(SAR is becoming in agile teams Product Owner usually), meanwhile the role SP is suppressed.

Although the project role PM remained the most important role of the project team, its importance decreased the
most compared to the other roles (see differences of weights in Figure 1). This is because the principles of
PRINCE?2 puts great emphasis on various roles in individual project management processes and not just on PM.
The highest increase in the importance of the project roles is thus evident by the TM (Figure 2). Again, this change
came in the case of a change of responsibility at partial agile transformation of the organization. At the role of TM
came to increased responsibility in the consequence of increasing meaning of teams at their agile management.

One of PRINCE2's main principles is focused on products, therefore, preference values’ stability of project team
roles PM, TM, and IT DM has to be tested using sensitivity analysis. Sensitivity analysis was performed both in
the model before the incorporating of PRINCE2 (Neutral model) and in the model after the incorporating of
PRINCE?2 into the project environment of the company (PRINCE2 model). The stability of the preferences of
these roles was examined in terms of increasing the significance of PRINCE2 key elements Configuration (Figure
2 left) and Issue (Figure 2 right). As the importance of the PRINCE2's element Configuration (x-axis) increased,
in the Neutral model the importance of PM increased and the importance of the IT DM decreased (y-axis). In the
PRINCE2 model, the opposite is true and the importance of TM increases. Furthermore, as the importance of the
PRINCE2's element Issue increases, in the Neutral model, the importance of the PM also increased at the expense
of other roles, but in the PRINCE2 model, the importance of the TM increases.
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Figure 1 Change of preferences after the introduction of the PRINCE2

Sensitivity analysis is a suitable tool for monitoring the possible change of preferences of selected project team
roles in the event of a change in the particular PRINCE2 principal importance in the company's project
environment [16]. On the other hand, results of team roles importance as well as results from the sensitivity
analysis obtained by ANP methods, refer only to the project-oriented environment in a specific commercial unit.
As Ziemba [23] states in his work, without further research, the results cannot be generalized. In this research, the
sensitivity analysis shows that the importance of particular project team roles is more sensitive in the PRINCE2
model than in the Neutral model. However, this sensitivity analysis was conducted only due to the change in the
importance of the individual PRINCE2 principles. Furthermore, when the decision-makers can decide the
importance of ANP structure elements, they can be sometimes inconsistent while filling in the pairwise comparison
matrix. Then the consistency of the matrix can reach over a feasible consistency limit and the information value
of the data can be ruined ([9]).
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Figure 2 ANP sensitivity analysis of project team roles

4 Conclusion

The paper presents the use of semantic models of project management in the commercial sector (the banking
sector), specifically in the context of international methodology PRINCE?2 and in progress agile transformation in
organization. The presented results are derived from partial results of the authors' own research from 2016 to 2020
and follow previous author’s research. [3], [4], [5], [10] or [16]. Results of the case give evidence of changes in
roles and in responsibility at the agile transformation of organization in connection with well-established
methodology PRINCE2. Monitoring changes in the case of project roles is made possible using semantic model
of project management. Especially, using ANP seems to be as significantly useful for quantification of variables
just as it is for practice. Importance of international standards and methodology of project management is crucial
for corporate practice, especially at agile approach in project management. Implementation and development of
international standards and methodology of project management in the project environment of organization
depends and is tailored to a specific environment of organization. For using semantic models of project
management, the ANP is a very useful instrument. The ANP enables quantification of variables in project
environment and monitoring their changes.
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Assessment of personal ambiguity attitude in a series of
online experiments

Simona Bazantova!, Vladislav Bina?, Vaclav Kratochvil®, Klara
Siménkov4*

Abstract. The paper deals with the issue of personal ambiguity attitude as a vital
characteristic of decision-making. Similarly, as in the case of risk attitude, a person
can seek ambiguity, show a neutral attitude, or have an ambiguity aversion. At the end
0f 2020 and in January 2021, an experiment consisting of a series of four lotteries was
conducted. Each lottery consisted of 14 questions concerning bets on the results of
drawing certain types of balls from an urn. Financial incentives for repeated attend-
ance stimulated the participants, and the five most successful won the (gradated)
prices. The experiment was designed to assess personal attitude to ambiguity together
with the measuring of this attitude and contained two variants of questions inspired
by Ellsberg's experiments. Observing the pandemic limitations in place at the time,
the series of lotteries were held online through MS Teams software and a question-
naire website, which showed the particular game settings and saved the participants’
answers. The paper analyses the behaviour in each of the four lotteries and shows the
bet changes in time as the participants' learning effect and characteristics.

Keywords: ambiguity, attitude, online experiment, decision-making

JEL Classification: D01
AMS Classification: 91B03

1 Introduction

Research on ambiguity has a long tradition. This phenomenon can be seen in everyday situations, and it is well-
known that ambiguity (as a situation with no well-defined or vague probabilities) affects decision-making on a
large scale. In some cases, people prefer risky bets to ambiguous ones, and this tendency is called ambiguity aver-
sion. On the other hand, there is also the opposite situation, where people are seeking ambiguity as another way to
express their ambiguity attitude [15]. Publications concerning the ambiguity aversion and identifying its conse-
quences and the causes dealing with, for example, demographic factors (e.g. age effect, see Sproten et al. [14],
gender differences, see Schubert [13]), or individuals’ characteristics and experiences (see, e.g., Buhr & Dugas
[2]), sometimes also with regard to the context of the decision or situation factors. It is also evident that people’s
ambiguity attitudes can be affected by many factors (for review, see Furnham & Marks [7]).

It appears that ambiguity attitude plays an important role in everyday decision-making and a particularly important
role in decisions concerning economic problems (see, e.g., Bianchi & Tallon [1] or Dimmock et al. [5]). During
the 20th century, the role of ambiguity was rather marginalized and risk attitude stayed in the forefront as the
crucial personal characteristic of a decision-maker. This dates back to Savage’s axiomatic formalization leading
to the expected utility theory (see Savage [12] and Mongin [11]). The importance of ambiguity attitude was
stressed in later studies showing it as the second most important characteristic of human decision making (see
Cohen [4] and Lauriola [10]). More recent papers analyse the thought experiments using non-incentivized variants
of the Ellsberg approach [6] although the incentivized version of assessing ambiguity attitude appears to be im-
portant (for an example supporting this assertion, see Cavatorta & Schroder [3]). The series of experiments sum-
marized in this paper can be added to this stream of literature.
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2 Methods and Data

This paper focuses on behaviour under ambiguity and deals with personal ambiguity attitude as a vital decision-
making characteristic. Furthermore, we analysed the changes in the total amount of bets in lotteries in time as the
participants’ learning effect and personal characteristics.

Experimental design and questions in each online lottery follow experiments conducted under research project
GACR 19-06569S. Previous experiments (within the mentioned research project) were in offline form. However,
due to COVID-19 restrictions, at the very end of 2020 and in January 2021, the experiments (consisting of a series
of four lotteries) were conducted online through MS Teams software and a questionnaire website, showing the
particular game settings and saving the participants’ answers.

Each online lottery consisted of 14 questions concerning bets on the results of drawing certain types of balls from
an urn (the urns were presented in a random order to participants). These questions can be divided into three
categories: One Red Ball Example, 6-Colour Example and Ellsberg's Example. For the specific and detailed text
of all questions, see Jirousek & Kratochvil [8]. For the present study, four games (questions) were most critical
(mentioned in [8, pp. 54] and marked with abbreviations F1, F2, I1 and 12) due to the calculation of the personal
coefficients of ambiguity aversion. Questions F1 and F2 were the simulation of decision under risk (probability
may be calculated). On the other hand, questions I1 and 12 were the simulation of decision under ambiguity (prob-
ability may not be calculated).

Ambiguity aversion was measured using the following formula (1) from Jirousek & Kratochvil [9]:

a;—b a,—b.
(2423 :% andaG :% (1)
1 2

Note: a; (ay) refers to willing to bet a, (a,) points for taking part at lottery F1 (F2) and b, (by) refers to willing to bet
b, (b) points for taking part at lottery I1 (I12)

The semantics of coefficient o is “the higher the aversion, the higher the coefficient” [9, pp. 81]. In this paper, the
personal coefficient of ambiguity aversion for each of the participants was calculated by the average values of ar
and ac.

It is essential to mention the critical difference between the present online experiments and previous offline exper-
iments. In the online experiments, the respondents did not bet their own money (the respondents play only for
points in the game). In each lottery, won (or lost) game points were added to (or subtracted from) the personal
account, and once all four lotteries were completed, we calculated the total number of game points to determine
the winner.

The measured variables in the present experiments are illustrated in Table 1.

. Ambiguity  Previous Chal.lge.Of
Nickname Sex Game Result Total Bet . ambiguity
coefficient Result .
coefficient
Anettve F 1 -60 107 0,35 NA NA
Anettve F 2 64 181 0 -60 -0,35
Anettve F 3 0 104 0,29 64 0,29
Anettve F 4 0 126 0,48 0 0,19
BlackJack M 1 110 120 -1,50 NA NA
BlackJack M 2 0 100 0 110 1,5
BlackJack M 3 65 140 0 0 0

Table1 Dataset with measured variables

o Ambiguity coefficients were calculated by using the formula mentioned above. This indicated the ambi-
guity seeking or ambiguity aversion of the participants (numerical variable)

e Total Bets were defined as the total amount of the bet (game points) for each participant in each lottery
(numerical variable)

e Change of ambiguity coefficients was calculated as the difference between a in the present lottery and a
in the previous lottery (numerical variable)

e  Sex of respondent (categorical variable)
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e Game contains numerical marking of the lottery and shows the number of previous experiences with
experimental situations (games or lotteries)

e  Result is the variable that shows the number of winning or losing game points in the present lottery

e  Previous results are the variable that shows the number of winning or losing game points in the previous
lottery

e  Nickname as the identified respondents

Data were analysed in statistical software R, and multiway ANOVA was used to examine the relationship between
the measured variables. Ambiguity coefficients, Total Bets and Change of ambiguity coefficients were independent
variables and the others were factors in ANOVA models. Due to the principals of ANOVA, we categorized the

nn nn

Ambiguity coefficients (values -2, -0.5, 0, 0.5, 2 into the categories "negative", "rather negative", "rather positive",

nn nn

"positive"), Result (values -800, -100, 0, 100, 800 into the categories "negative", "rather negative", "rather posi-

nn

tive", "positive") while Game was also defined as factor.

The research sample consists mainly of students of the Faculty of Management, Prague University of Economics
and Business. Financial incentives for repeated attendance stimulated the participants, and the five most successful
won the (gradated) prizes. In total, 43 respondents participated in a series of four lotteries. However, only students
and respondents who participated in two or more lotteries were included in further analyses. Three respondents
were excluded due to unfulfilled conditions, and thirteen respondents were excluded due to participation in only
one lottery. This reduction was used mainly due to the increased consistency of the sample and calculation with
previous experiences. Therefore, 27 participants (10 male, 17 female) were included in further analyses.

3 Results

This paper analyses behaviour under ambiguity and risk in each of four lotteries, and shows changes in bets and
ambiguity coefficients in time as a learning effect in the participants’ behaviour. We specifically investigated the
effect of previous experience on the willingness to bet in the next lottery following a successful or unsuccessful
one, in connection to the sex of the respondents, the number of previous experiences and the ambiguity coefficient.
Furthermore, we examined the effects of measured variables on the personal coefficient of ambiguity aversion.

3.1 Personal coefficient of ambiguity aversion

This section illustrates some experimental results of the personal coefficient of ambiguity aversion (a). The meas-
uring of this coefficient was proposed above (see the section Methods and data). The average values of the personal
coefficients of ambiguity aversion stay within the range of 0.22 to 0.29 in four online experimental lotteries
(Qotttery1=0.2516, Qliottery2 = 0.2239, Qotterys = 0.2153, Qotterys = 0.2946). These values are similar to the previous
experiment (0.2133) [9], even so, these experiments were in an online environment and the respondents did not
bet their own money (the respondents played only for points in the game, see the Methods and Data section). At
the same time, the positive values of the coefficient indicate the respondents’ ambiguity aversion. However, the
negative coefficient a for some of the participants was identified. The participants’ coefficients of ambiguity aver-
sion were in the range of -1 to 1 in all four lotteries. Moreover, negative values are interpreted as seeking ambi-
guity. In Figure 1, we compare each of the parts of coefficient a computed from bets in the games F1, I1 and F2,
12 (i.e. ar and og).
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Figure 1 Comparison of participants’ ambiguity aversion coefficient (ar and ag) in each lottery

Figure 1 indicates several interesting facts. Points on the diagonal represent consistent results of the
participants’ coefficient of ambiguity aversion. On the other hand, very skewed points from diagonal and the
points on the axes indicate the participants’ ambiguity aversion only in one pair of situations. These dots imply
a certain illogicality in the decision making or the respondents’ inclination to more intuitive behaviour.

3.2 Factors affecting the total amount of bets

Based on multiway ANOVA, we examined the effect of the previous results on the total amount of bets in the
following lottery (for the learning effect determination). Moreover, the other measured (independent) variables
were included in the model (such as the sex of the respondent, personal ambiguity coefficient and the number of
experiences). Furthermore, the model was set up to include iterations between the factors (the mentioned inde-
pendent variables) and with regard to blocks created by the respondents’ nicknames.

The results indicated a significant effect of the sex of the respondent (p-value = 0.0003), personal ambiguity coef-
ficient (p-value < 0.0001), previous result (p-value = p-value < 0.0001) and the number of experiences (p-value =
0.0005) on the total amount of the bet in each lottery. However, this model did not indicate a significant effect of
iterations. Moreover, the results show a significant effect of the participant’s nickname (p-value < 0.0001), so a
high level of individuality can be considered for each one. The following table (Table 2) shows the size of the
effects of the variables with a significant effect on the total amount of the bet. Partial eta squares indicate the large
effects of the included factors on the bets in the model.
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Parameter Eta2 (partial) 90% CI
Sex 0.48 [0.21, 0.66]
Ambiguity coefficient 0.74 [0.53, 0.83]
Previous result 0.93 [0.88, 0.96]
Game 0.53 [0.24, 0.69]
nickname 0.90 [0.77,0.93]

Table 2  Size effects of variables with significant effect on amount of bet

We generated boxplots for all variables included in the model. However, the following must be mentioned.
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Figure 2  Dependence of the total amount of the bet and the previous result

Figure 2 shows that the negative result in the previous lottery (losing more than 100 game points) affects the
total bet in the following lottery, where the bet is considerably higher. It can be caused by a change of
participant’s game strategy (i.e. an ‘all-or-nothing’ basis) because participants did not endanger their own
money in these online experiments.

3.3 Factors affecting the participants’ ambiguity aversion coefficient

As in the case of the previous analysis, we examined the effects of the respondents’ sex, the previous results and
the number of experiences on the personal ambiguity aversion coefficient (the model including iterations between
the factors and blocks created by the respondents’ nicknames). Contrary to our expectations, the analysis did not
indicate any significant effect of the examined variables (all p-values was > 0.05 during the systematic iterative
reduction of the model).

A similar analysis of the effects of the measured variables on the change of ambiguity coefficients across the
lotteries ended similarly. In this context, we examined whether the change of personal ambiguity aversion coeffi-
cient was affected by the previous results (experiences). The other factors were the respondents’ sex and previous
experiences (including iterations between the variables and the blocks based on the respondents’ nicknames). Con-
trary to expectations, the analysis did not detect any significant factor affecting ambiguity coefficient changes
across the lotteries.

4 Conclusion

The key findings of this study can be summarized as follows: First, the present paper suggests a significant effect
of a negative result in the previous lottery on the total bet in the following one, which could be caused by a change
in the participant’s game strategy (i.e. an ‘all-or-nothing’ basis). Future research may examine this effect in a game
with endangered own money. Second, in our online experimental lotteries, the mean value of the personal coeffi-
cients of ambiguity aversion stays within the range of 0.22-0.29, indicating that participants are inclined to ambi-
guity aversion. However, personal coefficients a stay within -1 to 1, which is interesting because, in our experi-
ments, the participants were relatively homogeneous (regarding education and age). Despite the similarities of our
sample, the alfa coefficient range was extensive, and we did not indicate the effects of the sex of the respondent,
the previous result (a successful or unsuccessful game), and the number of experiences on the level of personal
ambiguity aversion coefficient. Therefore, it appears that individuals’ ambiguity aversion may be more influenced
by various internal factors such as attitude and motivation to play the game rather than any variables included in
the present paper. Therefore, in further research, we shall turn our attention to a more profound examination of the
internal factors of the participants. The primary limitation to the generalization of the results in this study is a
relatively small sample size. In addition, the sample of respondents is not representative of the population.
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An original two-index model
of the multi-depot vehicle routing problem.

Zuzana Bor¢inova!, Stefan Pesko?

Abstract. Vehicle routing problem (VRP) is a family of combinatorial optimization
problems which aim to determine the lowest cost vehicle routes to serve a set of
customers. In a solution of VRP, the vehicle routes originate from one or several
depots and should return to the same depot they started with while ensuring that
the total demand on each route does not exceed the vehicle capacity. In this paper,
we present a two-index vehicle-flow formulation for the multi-depot vehicle routing
problem (MDVRP) including a new constraint used to forbid routes to have the starting
and ending points at two different depots. Computational experiments on several
instances of varying depots and customer sizes showed that the optimal solutions were
obtained by proposed formulation in a lower CPU time compared to the three-index
formulations.

Keywords: vehicle routing problem, multiple depots, mixed-integer linear program-
ming model, vehicle-flow formulation
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1 Introduction

Vehicle routing problem (VRP) is a family of combinatorial optimization problems which have many practical
applications in the fields of transportation, distribution, and logistics. VRP is defined as designing routes for a fleet
of vehicles to serve a set of customers with known demands. Each route is assumed to start and end at a depot and
each customer is to be fully serviced exactly once. The primary objective is to minimize the total distance traveled
by all vehicles. In a large number of practical situations, additional constraints are usually defined for variants of
the VRP. For example, Capacitated VRP, or CVRP (every vehicle has a limited capacity), VRP with time windows,
or VRPTW (the service at each customer must start within a given time interval), Multi-depot VRP, or MDVRP
(vehicles are located in several different depots), Pickup and Delivery VRP, or PDVRP (customers may require
a pickup or a delivery service), Periodic VRP, or PVRP (customers require repeated visits during the planning
horizon), etc. This paper is focused on MDVRP. As mentioned above, MDVRP is a variant of the VRP where more
than one depot is considered. Given the locations of depots and customers, the MDVRP requires the assignment
of customers to depots and the vehicle routing for visiting these customers such that:

(1) each vehicle route starts and ends at the same depot,

(2) each customer is serviced exactly once by a vehicle,

(3) the total demand of each route does not exceed the vehicle capacity,

(4) the total cost of the distribution is minimized.

Even for relatively small size instances, the MDVRP is NP-hard and difficult to solve to optimality. Therefore,
most solution methods proposed for the MDVRP are heuristics and metaheuristics. For example, Tabu Search has
been used in [5)]. An Adaptive Large Neighborhood Search approach was introduced in [12]. Genetic Algorithm is
used in [14] and a hybrid algorithm based on Iterated Local Search is applied in [[13]. Other hybrid metaheuristic
algorithms combining Greedy Randomized Adaptive Search Procedure, Iterated Local Search, and Simulated
Annealing are proposed in [[1]. In [[11], the authors present a parallel coevolutionary algorithm based on evolution
strategy, and in [3] an algorithm based on the General Variable Neighborhood Search is proposed.

Only a few exact algorithms exist for the MDVRP, and these are only practical for relatively small problem sizes.
Laporte et al. 8] were the first to report optimal solutions for problem sizes up to 50 customers and 8 depots by
use of a branch-and-bound technique. Another exact approach for asymmetric MDVRPs by Laporte et al. [9] first
transformed the problem into an equivalent constraint assignment problem, and then applied a branch-and-bound
method to problem instances containing up to 80 customers and 3 depots. Contardo and Martinelli [4] proposed

1 University of Zilina, Faculty of management science and informatics, Department of Mathematical Methods and Operations Research,
Univerzitna 8215/1, Zilina, Slovakia, zuzana.borcinova@fri.uniza.s

2 University of Zilina, Faculty of management science and informatics, Department of Mathematical Methods and Operations Research,
Univerzitna 8215/1, Zilina, Slovakia, stefan.pesko@fri.uniza.sk
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an exact method based on ad-hoc vehicle-flow and set-partitioning formulations and solved the first by the cutting
planes methods and the second by column-and-cut generation. A recent survey of exact and heuristic methods for
solving MDVRP can be found in [[10] and in [6].

Our contributions lie in introducing a new formulation for MDVRP under capacity constraint. Specifically, we
propose a model based on a two-index vehicle-flow formulation, to which we include a new constraint used to
forbid routes to have the starting and ending points at two different depots. To validate our approach, we also
consider VRP with single-depot (CVRP) as a particular case of MDVRP. The remainder of this paper is organized
as follows. Section 2 describes the MDVRP. A new two-index mixed-integer linear programming formulation for
MDVREP is proposed in Section 3. In Section 4, a computational comparison of different formulations for MDVRP
on several families of instances is reported. Finally, some conclusions are drawn in Section 5.

2 Multi-Depot Vehicle Routing Problem

The MDVRP can be formalized as follows. Let G = (V, H) be a complete directed graph with the node-set V
and the arc-set H = {(i,j) : i,j € V,i # j}. The nodes are partitioned into two subsets: the set of customers to
be served V¢ and the set of depots Vp, with Vc U Vp = V and Vc N Vp = 0. The positive traveling cost ¢;; is
associated with each arc (i, j) € H. Each customer i € V¢ has a certain positive demand d;. In every depot, there
is a fleet of p vehicles with the same capacity, denoted as Q, whereas K represents the set of all vehicles.

Figure (1| shows a MDVRP with twelve customers, in the form Ve = {1,2,...,12} and two depots, named
Vp = {13, 14}. In this example, depot 13 has three routes, that serves customers 1, 2, 3, 4, 5, 11, and 12, while
depot 14 has two routes, serving customers 6, 7, 8, 9, and 10.

©
(2) @Qe

Figure 1 Example of MDVRP

In the following, we introduce a mathematical formulation for MDVRP that extends CVRP [7]] to consider multiple
depots. Let three-index binary decision variables x;; are equal to 1 when vehicle k visits node j immediately after
node i, and 0 otherwise. Auxiliary variables y;; € (d;, Q) indicate upper bound on the load already distributed by
vehicle k upon leaving customer i.

The three-index mathematical model is defined as follows:

MDVRP-3i

Minimize Z Zcijxijk, ()

(i,j)eH keK
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Subject to

D> =1, Vje Ve 2

ieV,i#tjkeK

Z Xijk — Z Xjik = 0, VkeK;je Ve, 3)
1€V,i#] i€V,it]

Z Z Xijk < 1, Vk € K, 4)
iV jEV.iz)

Z Z Xjix < 1, Vk € K, 5)
eV jEV.it]
Yik +di —yix < (1 =xij1) Q, VieVe;jeVe,i# jikeKk, (©)
xijk € {0, 1}, Y(i,j) € H;k € K, (7
di < yik <0, VieVeikeK. 8)

Objective minimizes the total traveling cost. Constraints guarantee that each customer is visited exactly
once. Constraints (3) impose the degree balance of each node, including both customers and depots. Constraints (@)
and (3)) establish that each vehicle starts and finishes at most in one depot. Constraints () eliminate the sub-tours
in the solutions and ensure that the vehicle capacity is not exceeded. Finally, (7) and (8] are obligatory constraints.

Three-index formulations for VRP have limited practical use due to their large number of variables. In the next
section, we propose a two-index vehicle-flow formulation for MDVRP that naturally eliminates the number of
variables.

3 Two-index mathematical model of MDVRP

In this section, we first describe a new constraint used to assign the customers to the depots and then present
the formulation itself.

3.1 Assignment constraint

Using the same notation as for three-index formulation, for every arc (i, j) € H, we define a binary variable x;;
equal to 1 if arc (i, j) is used. For every customeri € V¢, let z; € Vp be an integer decision variable that determines
which depot customer i is assigned to, according to the following constraints:

M(xij—l)SZi—Zj SM(I—XU), V(l,])EH, (9)
where M is a sufficiently large positive constant. For each depoti € Vp is explicitly z; = i.

Proposition 1. Constraints Q) impose that if the arc (i, j) is used by a vehicle route, then customers i and j are
assigned to the same depot.

Proof. Let the arc (i, j) is used by a vehicle route, i.e. x;; = 1. Then according to () is
0<z - Zj < 0,

what implies that z; = z;.

Otherwise, if the arc (i, j) is not used, i.e. x;; = 0, then
-M<zi-zi <M,

it means that z; and z; can but may not be the same. O

For example, in Figure@], x34 = 1 and z3 = z4 = 13. In other case, x45 = 0 and both z4, z5 are equal to 13, while
also x46 = 0, but z4 and zg are different (z4 = 13 and z¢ = 14).

Note that (9) also forbid routes to have the starting and ending points at two different depots.
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Figure 2 Assignment variables

3.2 A two-index vehicle-flow formulation

Analogously as in three-index formulation, auxiliary variable y; € (d;, Q) is also associated with every customer and
used in the sub-tour elimination constraints that ensure the continuity of the vehicle route in terms of the demand.

Now, we can formulate the MDVRP by the following mixed-integer linear programming model:

MDVRP-2i

Minimize Z Cij Xij, (10)
(i.j)eH
Subject to
Z xij =1, Vi € Ve, (11)
JEV,i#]
Z xji =1, Vi € Ve, (12)
JEV,i#]
Z Xij < D, V] (S VD, (13)
ieVce
M(xij—1)<zi—zj <M1= x;5), Y(i,j) e H (14)
yi+dj—y; < (1-x;)0, VieVe,jeVe,i# ] (15)
xij € {0, 1}, v(i, j) € H, (16)
di <yi <0, Vie Vg, (17)
% =i, Vi € Vp, (13)
min(Vp) < z; < max(Vp), VieVc. (19)

Constraints (TT) — (I3) are degree constraints for customers and depots, respectively. The assignment constraints
of customers to depots are given by (T4). Constraints (T3)) are the capacity and sub-tour elimination constraints.
At last, the obligatory constraints (I6) — (I9) define different kinds of decision variables.

4 Computational experiments

In this section we describe the implementation of proposed mathematical models and the results obtained on a set
of problem instances. The mathematical models were coded in Python 3.7 and solved by the solver Gurobi 8.1.
A computer equipped with an Intel Core 17-5960X, 3 GHz processor, and 32 GB of RAM was used to perform the
computational experiments. The problem instances used in our experiments are generated based on Cordeau’s
instances [S)]. Namely, for generating an instance of n customers and m depots, we randomly extract from the larger
instance p01 n customer locations and their demands as well as m depots locations. The number of available
vehicles per depot p is varied from 1 to 3. The rationale behind this is to provide instances where the solver can
found an optimal solution within the short time limit to have the possibility of comparing the performance of both
formulations proposed in this work, i.e. MDVRP-3i and MDVRP-2i, respectively.
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Instance MDVRP - 3i MDVRP - 2i

id n m p 0 Cost Gap(%) Time(s) Cost Gap(%) Time(s)
L. 20 2 1 160 314.973 0.000 6.73 314.973 0.000 1.62
2. 20 2 2 80 365.902 0.000  970.15 365.902 0.000 97.74
3. 20 2 3 80 360.997 0.000 154747 360.997 0.000 25.47
4. 20 3 1 160 308.103 0.000 1.56 308.103 0.000 1.03
5. 20 3 2 80 326.138 0.000  101.68 326.138 0.000 6.54
6. 20 3 3 80 326.138 0.000  460.61 326.138 0.000 3.37
7. 20 4 1 80 340.714 0.000 1508.49 340.714 0.000 28.56
8. 20 4 2 80 323.487 0.000  360.81 323.487 0.000 9.34
9. 20 4 3 80 323.487 0.008  325.54 323.487 0.000 3.95
10. 25 2 1 240 345.251 0.000 2325.33 345.251 0.000 5.35
11. 25 2 2 160 367.284 0.000 1399.47 367.284 0.000  199.33
12. 25 2 3 160 367.284 0.000 5272.81 367.284 0.000  395.75
13. 25 3 1 160 358.960 0.003 128.02 358.960 0.000 11.53
14. 25 3 2 160 358.960 0.000  224.18 358.960 0.000 15.11
15. 25 3 3 160 358.960 0.000  288.44 358.960 0.000 17.67
16. 25 4 1 160 375.638 0.000  249.26 375.638 0.000 26.42
17. 25 4 2 160 357.411 0.000 134.68 357.411 0.000 28.26
18. 25 4 3 80 388.732 0.000 3680.19 388.732 0.000 84.87
Table 1 Comparison of computational times

Instance n p 0 BKS Cost  Gap(%) Time(s)

P-n16-k8 15 8 35 450 450.000 0.000 1.49

P-n19-k2 18 2 160 212 212.000 0.000  320.79

P-n20-k2 19 2 160 216 216.000 0.000 2825.22

P-n21-k2 20 2 160 211 211.000 0.000 519.59

P-n22-k2 21 2 160 216 216.000 0.000 1225.74

P-n22-k8 21 8 3000 603 603.000 0.000 165.35

P-n23-k8 22 8 40 529 529.000 0.000 3065.47

Table 2 Results for CVRP

Table [T] reports the computational results obtained by both optimization models. In this case, the first column,
divided into five sub-columns, shows the main characteristics of the test problems: id — the identifier of instance
to solve, n — the number of customers, m — the number of depots, p — the number of vehicles per depot, and
Q - capacity of the vehicle. The next columns show the results obtained by the three-index model MDVRP-3i
and two-index model MDVRP-2i. In each case, columns Cost, Gap(%), and Time(s) present the objective value,
gap, and computational time in seconds reported by solver, respectively. As shown in this table, both models
solved all instances to optimality. However, model MDVRP-2i, in general, is much faster when compared to model
MDVRP-3i.

To validate our two-index model of MDVRP, we also consider the CVRP as a particular case of the MDVRP where
the number of depots m = 1. We conduct computational experiments on several instances from the literature,
namely class P proposed by Augerat [2]. These instances can be found inhttp://vrp.atd-1lab.inf.puc-rio.
br/index.php/en/. We present the computational results obtained with MDVRP-2i in Table E} In this table,
the column labeled Instance represents the name of the instance, and columns n, p, and Q show the number of
customers, the number of vehicles, and the vehicle capacity, respectively. Column BK S represents the best-known
solution to the problem, as reported in the literature. Under columns labeled Cost, Gap(%), and Time(s) we
report the results obtained by MDVRP-2i. These results confirm that the proposed two-index model with a new
assignment constraint can solve exactly two classes of problems, the MDVRP and the CVRP.
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5 Conclusion

In this work, we have presented a new two-index formulation for a multi-depot vehicle routing problem under
capacity constraint. The problem is modeled using vehicle-flow formulation including a new assignment constraint
of the customers to the depots, that is shown to forbid routes to have the starting and ending points at two different
depots. Presented results allow us to conclude that our model considerably improves the computational speed.
Although our model has been tested only for the MDVRP and the CVRP, it can be extended to other variants of
the VRP. This would be a possible topic of our future research.
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Portfolio selection via a dynamic moving mean-variance
model

Adam Borovi¢kal

Abstract. Investment decision making, or portfolio selection, is not usually an easy
process. Development in the capital market can be influenced by many factors. Pre-
diction in this field becomes difficult. This uncertainty is reflected in the performance
of the investment. Many approaches and methods supporting investment decision
making reflect the uncertainty through the risk of not meeting the expected investment
profit. Notoriously known Markowitz model measures the risk by a variance. How-
ever, one fact is neglected by (not only) this model. Risk, or return, is unstable over
time. This dynamics should be taken into account to make a representative, robust
decision. Dynamizing the process is performed via a ‘moving’ form of both charac-
teristics. The dynamic version of Markowitz model called a moving mean-variance
model is proposed. Both characteristics are enumerated through a developed approach
in all overlapping subperiods from which moving means and (co)variances are calcu-
lated. The designed model is applied to select a portfolio from popular open unit trusts.
To demonstrate the benefit of a dynamized model, the result is confronted with the
output of a ‘static’ mean-variance model.

Keywords: dynamic, moving mean-variance, portfolio, unit trust

JEL Classification: C44, C61, G11
AMS Classification: 90B50, 90C30, 90C70

1 Introduction

The portfolio selection problem is still a “hot’ topic. Why? At first, more and more people are considering investing
to appreciate their free funds. This effort is accelerated by an ever-expanding range of investment instruments
covering wide investor audience. Secondly, a development in the capital market is not usually predictable, which
makes a decision making complicated. These phenomena of the world of investment encourage the development
of user-friendly methods and approaches that would be a significant support for making representative, robust
investment decisions.

One of the most essential questions within the investment decision making process is a portfolio selection. For this
purpose, the Markowitz mean-variance concept, based on a diversification idea, is widely applied [5,6]. This ap-
proach can take into account two most important characteristics of the investment — return and risk. Another benefit
is its easy applicability for a wider range of investment instruments. On the other side, the already massive use of
this concept is sometimes limited by a few shortcomings. Besides a detailed discussed assumption of normally
distributed returns or a penalization of positive deviation from average return, one aspect (especially in the context
of the capital market environment) is, in my opinion, neglected.

This is an assumption of stability of risk, or return of the portfolio over time. However, a level of the uncertainty
in the capital market may not be stable over time. It means that the monitored characteristics, measured by mean
and variance, would not have to be considered as static elements. How to take this aspect into account in the
model? Answering this crucial question can move a model applicability closer to the portfolio making reality. One
way to do this can be through the fuzzy set theory. In current literature, a mean-variance model is fuzzified through
the returns represented as (triangular) fuzzy numbers. Then, the mean and (co)variance of fuzzy numbers are cal-
culated, e.g. Huang [2]. This process quantifies (‘defuzzifies’) both characteristics on the vague (fuzzy) data in the
crisp form. This concept, however, does not fully follow the instability of investment characteristics over time.
A better way, how to represent a variable uncertainty, or instable (return) volatility, is an expression of mean and
variance of the portfolio return as triangular fuzzy numbers on the crisp data [1]. However, this sophisticated
approach may weaken its applicability due to a slightly more complex algorithm. So, | dare to propose an even
friendlier approach based on ‘moving’ concept. Then the instability of mean and variance over time is concluded
by dynamizing the process using a moving average. The observed historical period is divided into a few smaller

1 Prague University of Economics and Business, Department of Econometrics, W. Churchill Sq. 4, Prague, Czech Republic,
adam.borovicka@vse.cz.
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parts shifting by one-time subperiod. In these time-overlapping periods, both characteristics are calculated. Finally,
the general mean and variance of the portfolio return are computed from partial characteristics of the subperiods
via simple or weighted averaging. The main benefit of such a concept is less data complexity and user-friendliness.

Thus, the main aim of this article is to improve the original mean-variance concept to take into account a present
instability of uncertainty (volatility) through by dynamizing the process using moving average concept. Novel
concept is called a moving mean-variance model. The second aim is to demonstrate an application power of the
proposed concept in a portfolio selection process in the capital market with increasingly popular open unit trusts.
Composition of the portfolios made from the unit trusts offered Ceska spotitelna is analyzed. The result is com-
pared by the output of original mean-variance model to demonstrate the algorithm-application differences.

The rest of the article is structured as follows. Section 2 describes a portfolio selection procedure based on the
proposed moving mean-variance model. Section 3 deals with a practical selecting a portfolio from the open unit
trusts via a developed approach. Section 4 summarizes the main contributions of the article and outlines some
ideas for future research.

2 Portfolio selection procedure using moving mean-variance concept

This section proposes a novel version of mean-variance model based on the ‘moving’ principle. This model is
embedded in the whole portfolio selection process that is described in the following several steps.

2.1 Step 1: Determination of the investment policy

At the beginning of the investment decision making process, the investment policy must be declared [4,7]. The
first very important aspect is a purpose of the investment — financing of the study, financial protection of the
pension age, loan repayment, creation a fund for unexpected events, etc. The investment horizon is closely related
to the investment intention. The amount of available financial funds also affects the investment. The frequency of
the investment is also important (on-time, continuous). The investment is significantly influenced by the attitude
to the risk which is also related to the expectation of investment performance. The form of a portfolio management
(passive, active) also shapes the investment policy, experiences or financial literacy as well.

2.2 Step 2: Data collection and characteristic calculation

After a preselecting suitable investment instruments (assets) based on the investment policy, all necessary data
(price, fee, volume of trades, etc.) must be collected. All required characteristics of the assets (return, risk, etc.)
are then calculated. Financial data are mostly publicly available, which is a positive aspect of a decision making
in the capital market. Assuming known historical prices, return and risk of the assets can be calculated.

Let p defines the number of equally long time periods with n observations of returns for m assets. Then return as
a mean of the i-th asset in the t-th period is calculated as follows

n
Dl
— k=1

it —

@)

i=12,..mt=12,..,0p,

where r,,i=12,...mt=12,.,pk=12,..,n, represents the k-th observation of a return of the i-th asset in the

t-th period. The difference between the beginning, or end, of two consecutive periods is constant throughout the
considered history. Neighboring periods overlap between the beginning of one period and the end of the previous
one. Then the return of the i-th asset as moving mean can be proposed in a simple, or weighted form as follows
p
20 .
r= tﬂp Lo 1 =Y W, i=12,..,m, @)
t=1

where w,,t=1,2,..., p,is the weight of the t-th period. The weights are standardized, so the following holds
ZLWt =1. The weights can reflect an importance of the particular subperiods. For instance, it is possible to

consider a stronger effect of last subperiods to the development at the beginning of the investment horizon. Over
time, the influence declines, and development occurs over a longer time horizon, which, however, is always more
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or less influenced by the recent past. Therefore, the values of weights of the subperiods have a declining trend
towards the past. Weights can be subjectively determined using (e.g.) scoring method.

The covariance of return of the i-th and j-th asset in the t-th period is computed through the following formula

n
Z(ritk _Fit)(rjtk _th)
_ k=1

Oijp =

@)

i,j=12,.mt=12,.,p,
n
where f,,0r r i, j=12,..,mt=12..,pk=12,..,n, denotes the k-th observation of return of the i-th, or j-th

asset in the t-th period. Then the moving (co)variance of return of the i-th and j-th asset can be developed in
a simple, or weighted form as follows

13 : -
ojj :E;O-ij“ or o :leto_iit Lj=12,..,m 4
= t=

Now, the return and risk of the portfolio can be designed, the model with all investment conditions as well.

2.3 Step 3: Portfolio making

After processing data over all periods, the following moving mean-variance model is proposed. This is Markowitz
model (without short sales) with specially prepared data (made in the previous step)
min X' Zx
rx>r'
: , ©)
ex=1
x>0

where X" = (X, X,,...,X,,) isthe vector of variables denoted as X;,i =1,2,...,m, representing a share of the i-th asset
in the portfolio. The vector r' =(r,r,,...,I,) contains returns measured by moving mean marked as
r,i=12,.,m,for the i-th asset. £ =(o;) is the matrix with the generic elements o;,i, j=12,...,m, reflecting

ijrh
the mutual influence of i-th and j-th asset return measured by moving (co)variance. e' is a vector of ones only
serving for making a portfolio as a whole. r’ denotes a minimum required level of portfolio return (reference
return). The designed model can be supplemented through another necessary investment conditions, e.g. mini-

mum/maximum share of one asset in the portfolio, that can be mathematically formulated within the set X.

This version of the model minimizes investment risk, denoted as x" Zx measured by moving variance of the port-
folio return, under the conditions of minimum required return due to its user friendliness. Setting a return is cer-
tainly easier and more practical than determining the risk. The reference value of portfolio return can be inspired
by its minimum and maximum possible level. Denote r™x™, r'x™" as a maximum, or minimum attainable port-

folio return (formalized as r'x measured by moving mean) representing its ideal and basal value on the set of all
necessary investment conditions (formulated in model (5) and eventually in the set X). Then the following holds

max T min H T
X, =argmaxr X X, =argminx Xx
T T
e'x=1 e'x=1
, or . (6)
x>0 x>0
Xe X Xe X

The basal value is reasonably determined in the context of (the best) risk value. Finally, the minimum required
level of portfolio return can be determined through the following proposed formula

="+ h(re -, @)

whereh e <O,1> actually measures a rate of risk aversion in the spirit of shabby “higher return-higher risk” (closer

to 0 means higher risk aversion). Of course, the reference level can also be set in another way. In any case, the
interval <rTx3“‘”,rTx"‘ax> should guide preferences in the portfolio selection process. The effective frontier can

r

then be drawn on this return interval. Thus, after a reference level determination, the model (5) with any additional
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conditions (included in the set X) can be solved (in any optimization software supporting quadratic programming)
to make a portfolio.

2.4  Step 4: Portfolio evaluation and revision

The passive investor lets the portfolio “to live its own life”. The active investor regularly monitors a portfolio
performance. The composition of the portfolio is revised as needed. To reoptimize the portfolio, model (5) with
the actual data and investor preferences can be applied very effectively. The preferences may change with regard
to the current life situation of the investor and his surroundings.

3 Selecting the portfolio of unit trusts via moving mean-variance model

Let us introduce a real-life portfolio selection problem in the Czech capital market with open unit trusts. The
analysis focuses on the most often investment situation reflecting longer-time investment made by investors having
a smaller amount of free funds. To select the most suitable investment portfolio, a designed portfolio selection
procedure using proposed moving mean-variance model is applied.

3.1 Step 1: Investment policy specification

The investment is conceived as longer-term. Its purpose can be a financial protection in pension age. Or more
generally, this is the intention of appreciation of available funds, which will not be needed in the foreseeable future.
Such an intention determines a rather conservative investment approach. This investor is not able to take too much
risk. He would rather be satisfied with a smaller, but ‘surer’ return. Many investors of this category are not very
experienced in the capital market. His role will be rather passive. Under all mentioned circumstances, the open
unit trust is a suitable investment instrument. Although a composition of the portfolio will not be subject to exces-
sive changes, it should be clear to the investor. Therefore, the portfolio should not consist of too many funds.
Based on a personal investment experiences of the author and discussion of the investment consultant, an adequate
number of assets is three to six.

3.2 Step 2: Price collection, return and risk calculation

To invest in the open unit trusts, the investor usually turns to his home bank. Today, most banks in the Czech
market already offer open unit trusts, or at least mediate trading with them. As a long-term client of Ceska
spofitelna with a lot of practical experiences with its investment instruments, the open unit trusts offered and
managed by Ceska spofitelna are chosen. In addition, the value of property in the Ceska spofitelna funds is the
second largest in the Czech market. The offer of open unit trusts is very wide. Based on the investment policy,
thirteen open unit trusts are preselected. There are five bond funds (Sporoinvest, Sporobond, Trendbond, Corporate
Bond, High Yield Bond), five mixed funds (Fund of Controlled Yields, Equity Mix, Dynamic Mix, Balanced Mix,
Conservative Mix) and three equity funds (Sporotrend, Global Stocks, Top Stocks). These unit trusts have a suf-
ficiently long history. In order to represent a long-term price development, the period from 2011 to 2019, repre-
senting price falls, ups and also calmer times, is selected. Prices from the last trading day of the moth are down-
loaded from the Ceské spofitelna Investment Center [3]. To reflect a dynamic instability, a nine-year period is
divided into five overlapping five-year subperiods gradually shifted by one year, thus from 2011-2015 to 2015-
2019 period. In each subperiod, the mean (return) and (co)variances of open unit trusts are calculated from 60
observations through formulas (1) and (3). Then the moving means and (co)variances are computed by (2) and (4).
The weights are determined based on the idea of more significant influence of recent development (about this idea
see more in Section 2.2). Then the weights of five subperiods are chronologically determined as 0.1 (for period
2011-2015), 0.1 (2012-2016), 0.2 (2013-2017), 0.25 (2014-2018) and 0.35 (2015-2019) based on subjective dis-
cretion reflecting personal (analytic) investment experiences supported by scoring method. Both essential charac-
teristics (in %), gradually from bond, through mixed to equity funds, are shown below in the matrix and vector

(9).
3.3 Step 3: Portfolio making

Through the models (6) with the additional conditions 0.15y <x<0.4y,y {0,1} included in the set X ensuring

the requirement for a limited number of funds in the portfolio, the basal and ideal value of a portfolio return is
determined. To make a portfolio, the model (5) with additional conditions formulated as follows
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min X' Zx
r'x>0.347
e'x=1

0.15y < x < 0.4y’
x>0

ye {0,1}

®)

where X = (X, X,,..., X3)' represents shares of the funds in the order indicated in Step 2, i.e. from i =1~ Sporoin-
vest to i =13 = Top Stocks. With the same order of elements, the matrix of (co)variances and vector of returns are
constructed in the following form

[0.016 0.042 0.069 0.049 0.077 0.020 0.140 0.110 0.084 0.047 0.133 0.130 0.178 ] [~0.006]
0.042 0374 0.612 0.138 0.292 0.063 0.379 0.369 0.341 0.212 0.586 0.500 0.254 0.130
0.069 0612 2755 0.774 0.764 0.137 1.078 0.953 0.842 0.500 3.476 1.502 0.373 -0.077
0.049 0.138 0.774 1727 0.934 0.120 1.254 0.948 0.658 0.344 3.468 0.851 1.575 0.150
0.077 0.292 0.764 0.934 1447 0.166 2195 1.638 1.175 0.589 3.638 1.988 2.833 0.246
0.020 0.063 0.137 0.120 0.166 0.037 0.309 0.235 0.175 0.093 0.392 0.343 0.413 -0.059

X=|0.140 0379 1078 1254 2195 0309 6.624 4.719 3.154 1,464 7.024 7.034 9.954 |,r=| 0.378 |. 9)
0.110 0.369 0.953 0.948 1.638 0.235 4.719 3.408 2309 1.089 5.158 5.002 6.952 0.258
0.084 0.341 0.842 0.658 1.175 0.175 3.154 2.309 1.605 0.778 3.633 3.374 4.461 0.219
0.047 0.212 0.500 0.344 0.589 0.093 1.464 1.089 0.778 0.400 1.767 1.583 1.972 0.110
0.133 0586 3476 3.468 3.638 0.392 7.024 5.158 3.633 1.767 17.762 6.534 8.209 0.143
0.130 0.500 1.502 0.851 1.988 0.343 7.034 5.002 3.374 1583 6.534 10.583 10.440 0.692
10.178 0.254 0.373 1575 2833 0.413 9.954 6.952 4.461 1972 8.209 10.440 22.447 | | 0.854 |

The reference level of portfolio return is computed in the spirit of a longer-term rather conservative strategy. Thus,
h=0.5from (7) reflects a more risk-averse attitude. Then the reference return level is computed as

r' =0.0001+0.5(0.695—0.0001) = 0.347%.

The solution of model (8) represents the portfolio with a following composition: 38.21% Sporobond, 29.22% High
Yield Bond and 32.57% Global Stocks. The significant share of Sporobond is not surprising. This fund has solid
positive return and mainly has a strong diversification ability through low covariances of returns with other funds.
Equity fund Global Stocks significantly helps to achieve a reference return of the investment by the second greatest
monthly expected return. Its greater risk is compensated by the third fund High Yield Bond with solid return and
diversification power with the other two funds. In case of greater risk aversion, mixed fund Sporoinvest will inev-
itably become (despite virtually zero return) part of the portfolio due to sovereignly lowest covariances. On the
other side, with a declining risk aversion, the equity fund Top Stocks will start participating in the portfolio thanks
to the greatest return, especially at the expense of Sporobond.

Finally, how did the application of the dynamized version of the mean-variance model (proposed ‘moving’ form)
affect the investment decision making? Let us compare the efficient frontiers made by the original mean-variance
model, moving mean-variance model with simple and weighted characteristics (named as simple and weighted
moving mean-variance model) as shown in Figure 1.
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Mean-variance
0.4
0.3
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0.1

0.0
0 2 4 6 8 10 12 14 16

Risk [%]

Simple moving mean-variance

Expected return [%]

—— Weighted moving mean-variance

Figure 1 Effective frontiers made by three various form of mean-variance model
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It is obvious that a dynamic version of a mean-variance model provides a different set of portfolios than the original
Markowitz form. The set of funds participating in the portfolios is quite stable (approximately 6 funds), but their
shares sometimes differ significantly. The efficient frontier from the simple moving mean-variance model quite
copies the efficient frontier generated by mean-variance model. The main reason is an applied simple form of
moving average which does not significantly change the input data of the original model. The weighted moving
form provides a much different result. As can be seen that the portfolios with the same risk mostly provide a lower
level of return than the portfolios made by mean-variance model. The main reason is the fact that the last five-year
subperiod 2015-2019 showing lower returns has significantly highest weight. Emphasizing the impact of the recent
subperiod proves to be appropriate, which ultimately confirms the beginning of ‘life’ of the investment in 2020.
Although the time is too short for a longer-term investment, the performance from January 2020 to March 2021 is
positive (4.78%). So far, the investment decision based on the moving mean-variance model seems to be the right
one. However, only time will tell about the overall success of the investment.

4 Conclusion

The article deals with a modification of the mean-variance model to take into account an instable uncertainty
(volatility) in the capital market. The proposed dynamic version of the Markowitz model is named moving mean-
variance model. The observed historical period is divided into shorter overlapping subperiods within which a mean
and (co)variance are calculated. Gradual shifting by one time period from the start to the end of the historical
period can capture the changing return instability. Inclusion of this non-negligible feature of the capital market is
reflected in the composition of the investment portfolio(s) which is more or less different from the portfolio made
by the original mean-variance concept. The proposed concept has proven itself algorithmically and practically.
Adequate inclusion of the variable instability has proven to be beneficial, in particular when selecting a portfolio
of open unit trusts. The proposed moving mean-variance model is clearly trying to get closer to the reality of
capital market processes which makes an investment decision more representative and robust.

Further research could be focused on the weights of particular subperiods. As they influence the result, i.e. the
final decision, determining their values would deserve even more detailed analysis. Another interesting research
area would be to compare a ‘moving’ version of the model with its fuzzy form also expressing the changing un-
certainty, both from an algorithmic and application point of view.

Acknowledgements

The research project was supported by Grant No. F4/42/2021 of the Internal Grant Agency, Faculty of Informatics
and Statistics, Prague University of Economics and Business.

References

[1] Borovicka, A. (2021). Stock portfolio selection under unstable uncertainty via fuzzy mean-semivariance
model. Submitted to Central European Journal of Operations Research.

[2] Huang, X. (2007). Portfolio selection with fuzzy returns. Journal of Intelligent & Fuzzy Systems, 18, 383—
390.

[3] Investment Center. (2021). Archiv prodejnich cen fondii. [online] Available at: https://cz.prod-
ucts.erstegroup.com/Retail/cs/Ke_stauC5uBEenuC3uAD/Dokumenty ke_stauC5uBEenuC3uAD/Ar-
chiv_prodejnuC3uADch_cen_fonduC5uAF/index.phtml, [Accessed 10 May 2021]

[4] Levy, H. (1999). Introduction to investments. Cincinnati: International Thomson Publishing.

[5] Markowitz, H. M. (1952). Portfolio selection. Journal of Science, 7, 77-91.

[6] Markowitz, H. M. (1959). Portfolio selection: efficient diversification of investments. New York: John
Wiley & Sons, Inc.

[7] Steigauf, S. (2003). Fondy — jak vydé€lavat pomoci fondi. Praha: Grada Publishing.

47


https://cz.products.erstegroup.com/Retail/cs/Ke_stauC5uBEenuC3uAD/Dokumenty_ke_stauC5uBEenuC3uAD/Archiv_prodejnuC3uADch_cen_fonduC5uAF/index.phtml
https://cz.products.erstegroup.com/Retail/cs/Ke_stauC5uBEenuC3uAD/Dokumenty_ke_stauC5uBEenuC3uAD/Archiv_prodejnuC3uADch_cen_fonduC5uAF/index.phtml
https://cz.products.erstegroup.com/Retail/cs/Ke_stauC5uBEenuC3uAD/Dokumenty_ke_stauC5uBEenuC3uAD/Archiv_prodejnuC3uADch_cen_fonduC5uAF/index.phtml

A shadow utility of portfolios efficient with respect to the
second order stochastic dominance

Martin Branda!

Abstract. We consider diversification-consistent DEA models which are consistent
with the second order stochastic dominance (SSD). These models can identify the
portfolios which are SSD efficient and suggest the revision of portfolio weights for
the inefficient ones. There is also a way how to reconstruct the utility of particular
investors based on efficient portfolio which they hold. We apply the above mentioned
approaches to industry representative portfolios and discuss the risk aversion of the
investors. We focus on the sensitivity with respect to various levels of the risk aversion.

Keywords: Data envelopment analysis, diversification, second order stochastic dom-
inance, risk aversion, shadow utility, sensitivity

JEL Classification: C44
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1 Introduction

Data envelopment analysis (DEA), introduced in [13], is nowadays an important class of models which serve to
access efficiency of decision making units which consume given set of inputs to produce several outputs. The
applications ranges from bank branches up to country regions efficiency, cf. [23]. A special attention has been
paid to applications in finance, especially to efficiency of mutual funds and investment opportunities in general.
Since the seminar work [26], many papers has been published on applications as well as methodology, see,
e.g., [5, 11, 14, 25]. Recently, new class of DEA models with diversification, known also as diversification-
consistent DEA (DC DEA), was introduced in [19]. These new models overcame the drawback of the traditional
DEA models which does not take into account diversification effect between considered investment opportunities.
In other words, if risk measures were considered as the inputs, the traditional DEA model underestimated the
risk of the combination of investment opportunities and classified some of them as efficient, even though some
improvement in the risk criterion is possible. Since the work [19], several DC DEA classes of models were
investigated. Note that previously several attempts can be found in the literature, in particular in [11, 12, 17]
which were focused on mean—variance, and mean—variance—skewness efficiency. They also introduced shadow
utility functions based on the moment criteria. Paper [6] dealt with DC DEA models based on general deviation
measures and investigated the strength of the proposed models as well as inclusion of condition on sparsity of
portfolios. In [7], the models were generalized and the analysis was extended to coherent risk measures using
the directional distance measures. Bootstrap technique was employed to investigate the empirical properties and
stability of the models and resulting scores. The dynamic extension was introduced by [21]. They decomposed
the overall efficiency of mutual funds over the whole investment period into efficiencies at individual investment
periods taking into account dependence among the periods. Paper [8] studied models with Value at Risk inputs and
proposed tractable reformulations. Traditional DEA models were used to approximate the efficient frontier and to
assess performance of portfolios by [24]. In [22], two directional distance based diversification super-efficiency
models for discriminating efficient funds were proposed. Paper [29] was focused on robustness and integrated
parameter uncertainty into diversification-consistent DEA models leading to bi-level problems which were then
transformed into equivalent single-level DEA problems. Note that in many cases, for discretely distributed returns
and proper choices of risk measures, the authors showed that the proposed models can be formulated as linear
programming problems which enables to solve even large instances of the obtained problems to optimality.

An important research topic is relation of DEA efficiency and stochastic dominance efficiency. The efficiency with
respect to stochastic dominance is a well established concept in financial mathematics since [15, 16], see also [20].
In DEA literature, we can find several papers which were investigating relations to stochastic dominance efficiency,
in particular [25] introduced several models which are consistent with second order stochastic dominance (SSD),
whereas [18] proposed equivalent models. In [9], an equivalence between new class of diversification-consistent
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DEA models and stochastic dominance efficiency tests with respect to SSD was shown. This relation was further
elaborated by [7]. The equivalences were then generalized to N-order stochastic dominance efficiency tests in [10].

Recently, [2] proposed new approach how to incorporate the risk aversion of a particular investor into the DC
DEA framework which is equivalent with SSD efficiency. They derived a shadow utility which renders the DC-
DEA/SSD efficient portfolios as optimal for the investor. We will focus on this approach and propose an additional
sensitivity analysis with respect to the investor risk aversion. The approach relies on spectral risk measures which
were proposed by [1] as a special class of coherent risk measures [4]. Using the proper choice of the risk spectra,
we can identify the optimal investment opportunity for any risk-averse investor, see [28].

The paper is organized as follows. Section 2 reviews the DC DEA models and the basic notation of efficiency with
respect to the second order stochastic dominance. In Section 3, an approach to risk aversion based on spectral risk
measures is summarized. Section 4 provides a numerical study with a special attention to sensitivity with respect
to the risk aversion.

Below we will assume that n assets with random rates of return R; are available and we can use any (nonnegative!)
combination to compose a portfolio. This leads to the following sets of available investment opportunities, or
simply portfolios:

X={Zn:xiRi: ixizl, )CiZO}. (1)

i=1 i=1

2 Diversification consistent DEA models

First, we review the general formulation of a diversification-consistent DEA model as it was proposed in [7].
It employs J return measures &; as the outputs and K coherent risk measures Ry as the inputs. Coherent risk
measures were proposed in [4] as real functionals on £, (£2) space with finite p-th moment (usually p € {1,2}),
which fulfill the following axioms:

(RD)translation equivariance: R(X +¢) = R(X) — c forall X € £, () and constants ¢ € R,

(R2)positive homogenity: R(0) = 0, and R(1X) = AR(X) forall X € L,(2) and all 2 > 0,

(R3)subadditivity: R(X; + X») < R(X1) + R(X) for all X1, X> € L,(Q),

(R4)monotonicity: R(X1) < R(X2) when X1 > X5, X1, X5 € £,(Q).

Note that the axioms (R2) and (R3) imply convexity. We say that & is a return measure if there exists a coherent
risk measure R such that & = —R. Since both coherent risk as well as return measures can take positive as well
as negative values, the DC DEA models proposed by paper [7] were based on the directional distance measures
where, for a benchmark portfolio X, € X, the directions are defined as

ej(Xo) = ng\,(gj(x) - &;(Xo), di (Xo) = Ri(Xo) - gli?(Rk(X)- 2

€

These directions quantify the maximal possible improvements over the risk and return measures for the benchmark
portfolio Xy to reach the efficient frontier. The frontier corresponds to the strong Pareto—Koopmans efficiency, i.e.
we say that X is efficient, if there is not other portfolio X; € X such that

Ri(X1) < Re(Xo),Vk, E;(X1) = E;(Xo0),VJ,

with at least one inequality strict. This efficiency can be then accessed by the following diversification-consistent
DEA model based on directional distance measure:

1 K
1— % 2ot Ok

min 1
Ok 0j.xi 1 + 7 ijl @;

S.t. 8]' (Z R,-xl-) > (Sj(X()) +@j- ej(X()), ] =1,...,J, 3)
i=1
Ri ixi) < Ri(Xo) = Ok - di(Xo), k=1,....K,
i=1

n

in

i=1

l,xiZO,t,OjZO,QkZO,

1 Short-sales are not allowed.
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where ¢; denotes the fraction of the improvement of the optimal portfolio Z{:l R;x; over the maximal possible

improvement in return &;. Similarly, 6; denotes the fraction of the improvement of the optimal portfolio le.: | Rix;
over the maximal possible improvement in risk R ;. The objective function quantifies the mean improvement in
risks in the numerator and the mean improvements in returns in the denominator. If the optimal is equal to one,
then Xy is identified as efficient, otherwise it is inefficient and the optimal solution (weights x;) corresponds to
an efficient portfolio which can be seen as a projection to an efficient frontier and used to revise the inefficient
portfolio. However, the projection need not be in relation with the investor’s risk aversion.

Formal definition of the second-order stochastic dominance (SSD) efficiency over £ (£2) space is based on the
twice cumulative probability distribution function of X € £;(Q) defined by

FOu) = / Fx () di.

where Fx (1) = P(X < t) is cdf. We say that X dominates X with respect to the second-order stochastic dominance
(SSD), X <ssp X, if and only if

B (1) < FP (1), Vi €R, )

The relation is strict, i.e. X <gsp X, if the inequality is strict for at least one r € R. We say that X € X is SSD
efficient if there is no other X € X for which it holds X <ssp X. Paper [7] showed that if the distribution of random
retusn is discrete with S equiprobable realizations, the inputs in DC DEA model (3) correspond to Conditional
Value at Risks (CVaRs, [27]) on levels 1/5,2/S, ..., 1 and the output is the expected return, then the resulting DC
DEA model is equivalent to SSD efficiency tests. In other words, the portfolio is SSD efficient if and only if it is
DC DEA efficient.

3 Risk aversion and spectral risk measures

Spectral risk measures (SRM), cf. [1], is a special subclass of the coherent risk measures. They are defined as the
weighted quantiles of the random returns

1
My(X) = - /0 Fx'(p) ¢(p) dp )
where we consider the quantile function

Fx'(p) =min{x : Fx(x) > p}, p € [0,1], (©6)

and an admissible risk spectrum which must be:
(Al)positive: for all I C [0, 1] holds

/I¢(p)dp >0,

(A2)non-increasing: for all ¢ € (0, 1) and € > 0 such that [¢ — &, g + €] C [0, 1], holds

/q_qa ¢(p)dp = /qqm ¢(p)dp.

(A3)normalized: ]
6l :/0 B(p)dp = 1.

Note that Conditional Value at Risk on level @ can be obtained as a special case for risk spectrum for the risk
spectrum

1
¢(p) = 1—11{0 <p<l-a}.

-a
In general, investors can identify their risk aversion by choosing the risk spectrum ¢ and derive the admissible
empirical risk spectrum using the formula

bs = $(s/S)

=11 7
S 8(s/S) @
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Figure 1 Optimal weights u; for efficient projected portfolios

Each empirical spectral risk measure (5) can be then expressed as

S S-1
M3(X) = Z psCVaRY | < (X) = usB(-X) + Z psCVaRy_ | <(X), ®)
s=1 s=1

where the weights can be derived from the empirical risk spectrum using the relation

Hs = 85(¢s — Ps1), s=1,...,8, 9

together with ¢s.; = 0. If the investors identify the risk spectrum corresponding to their risk aversion, they can
obtain an ideal portfolio by solving the problem (8).

From Proposition 4.1 in [7] we know that the optimal solution of DC DEA model (3) under mean—CVaRs choice
of the output—inputs corresponds to the SSD efficient portfolio and using Corollary 3.3 in [2] we can construct the
shadow empirical risk spectrum which renders the projection as optimal in SRM minimization problem (8). If X
are the optimal portfolio weigths for the benchmark portfolio Xy and X = 2=y RiX; the corresponding random
return of the optimal (efficient) portfolio, then weights can be obtained as

1 4 CVaRy o(X) — CVaR$ ¢(Xo) + d;(Xo)

“S = )
e(Xo) & ] ds(Xo) (10)
I E(X) - E(Xo) + e(Xo)
Us = ,s=1,...,8-1,
ds—s(Xo) e(Xo)
and the shadow empirical risk spectrum as
&
¢S=ZTt,s=1,...,S. (11)

t=s

Figure 1 shows the weights obtained for the projected industry representative portfolios which are analyzed in the
numerical study. We can compare the obtained empirical risk spectrum with various theoretical risk spectra which
model various levels of investor’s risk aversion.

4 Empirical study and sensitivity analysis

In this section, we access efficiency of the industry representative portfolios of US stock market which are listed
in the Kenneth French online library. We consider monthly returns between 2012 and 2020. We apply the above
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ke{l,2,3,4} k=5 k=6 k=7 k=8 k=9 k=10 k=11 k=12 ke {13,14,15}
Clths 6 6 6 5 3 17 43 42 42 42
Hlth 21 21 21 21 21 18 15 25 26 27
MedEq 5 5 5 4 2 14 41 43 43 43
Chems 16 16 16 16 15 8 27 30 32 32
Txtls 3 3 2 1 5 25 45 45 45 45
BldMt 17 17 17 17 16 9 26 32 31 31
Chnstr 36 36 36 36 36 35 12 15 13 12
FabPr 20 20 20 20 19 16 23 29 28 28
Mach 18 18 18 18 17 10 29 31 30 30
Ships 1 2 3 7 20 40 47 47 47 47
BusSv 7 7 7 6 4 13 40 41 41 41
Comps 25 25 25 25 25 22 18 26 25 23
LabEq 2 1 1 2 9 32 46 46 46 46
Banks 19 19 19 19 18 12 16 28 29 29
Insur 10 10 10 10 8 1 33 37 38 38
RIEst 9 9 9 9 7 5 37 38 39 39
Oil 47 47 47 47 47 47 42 5 5 1

Table 1 Representative portfolios with most changes in the ranking with respect to the risk aversion

introduced approaches, in particular we will investigate the sensitivity of the proposed DC DEA model and its
solutions with respect to various risk aversions expressed by exponential risk spectrum:

ek

oe(p) =

—. k>0, (12)
e

We will compare the derived shadow risk spectrum and the investor’s one. We consider parameters k €
{1,2,...,15} which cover most of the realistic risk aversions of real investors.

Table 1 contains the industry representative portfolios with most changes in ranking according to the risk aversion
and using the distance between the ideal and projected portfolios. We can observe that portfolio Ships is the
best according to the risk aversion represented by parameters k € {1,2,3,4}, whereas is one the worst for
k € {10,...,15}. On the other hand, portfolio Oil, which is the best for k € {13, 14, 15} is very far from the
ideal portfolio for k£ € {1, ..., 10}. To summarize, we can observe that the ranking is highly dependent of the risk
aversion level.

5 Conclusions

In this paper, we have reviewed the diversification-consistent DEA models which are equivalent to the stochastic
dominance tests with respect to the second order stochastic dominance. We have proposed a sensitivity analysis
of the ranking of considered industry representative portfolios with respect to the various levels of the investor’s
risk aversion. In particular, we have compared distances between the shadow and the theoretical (empirical) risk
spectra showing high dependence of the ranking on the risk aversion parameters. More demanding models are
postponed as a topic for future research where they can be solved using the numerical technique proposed in [3].
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Efficient Values of Selected Factors of DMUs Production
Structure Using Particular DEA Model
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Abstract. We suggest a particular application of the data envelopment analysis
method for estimation of selected inputs and outputs values simultaneously to create
all decision-making units as efficient as possible. It is an iterative approach allowing
the decision-maker to find an efficient pattern for all decision making units. The pro-
posed method is based on the Cook, Green and Zhu [6] approach and it is illustrated
by simple example.

Keywords: Efficiency, efficient value of input, efficient value of output, dual role
factor, CCR model

JEL Classification: C44, C61, D24
AMS Classification: 90B50, 90C05, 90C90

1 Introduction

A number of methods have been developed for the analysis of decision making units’ (DMU) efficiency and eval-
uation of their inputs and outputs. In general, the more efficient the unit is, the less inputs it consumes and the
more outputs it produces. It is a multiple attribute analysis problem, so the problem can be approach by the mul-
tiple criteria decision methods. It can be also approach by parametric methods based on statistical tools like re-
gression analysis. There are also nonparametric approaches that use mathematical programming, like the data
envelopment analysis (DEA) proposed and developed by Charnes, Cooper and Rhodes [4] and Banker, Charnes
and Cooper [1].

The DEA measures the productive efficiency of the production process of DMUs on the basis of their own inputs
and outputs. Typically, these models give an efficiency index for monitored DMU, which means to achieve an
efficient pattern for the DMU by all inputs decreasing or all outputs increasing. However, changing all the param-
eters of a monitored DMU leading to its efficiency may not always be possible and we may assume that it would
often be necessary to determine changes in only some selected factors. Therefore, different problems occur;
namely, how to find the selected inputs, outputs or both values maintaining the other parameters of the DMU at
which the unit will be efficient or to find this value for all monitored DMUs to be efficient. Cook, Green and Zhu
[6] dealt with the similar problem of the so-called dual-role factor or its reallocation leading to the efficient DMUSs.
Their approach (revisiting Beasley model [2]) assumed that some factors can play both roles — input from the point
of view of one DMU and output from the point of view of another DMU — simultaneously. Accordingly, its value
needs to be reduced or increased. However, their approach does not always show specific changes and, in addition,
may not lead to the efficiency of all units. This approach was extended and generalized by Chen [5].

In this paper, we suggest a specific DEA method to create efficient patterns for all DMUs by estimation of selected
inputs and outputs values simultaneously. The method is based on the Cook, Green and Zhu [6] approach and its
application is demonstrated by the small example consists of 5 DMUSs with 2 inputs and 1 output. One input and
one output can be always changed. This example is used, because it can be represented also graphically.

The paper is organized as follows. Section 2 introduces briefly the Charnes, Cooper and Rhodes (CCR) DEA
model and the dual-role factors DEA model. Section 3 describes our suggested method for evaluation of selected
inputs and outputs to achieve efficiency of all DMUs. Section 4 contains example illustrating how the method can
be applied. Section 5 concludes the paper by summarizing the paper findings.

! 1Czech University of Life Sciences, Faculty of Economics and Management, Department of Systems Engineering,

Kamycka 129, Prague 6, Czech Republic, brozova@pef.czu.cz

2 2Charles University, Faculty of Mathematics and Physics, Department of Theoretical Computer Science and Mathematical Logic,
Malostranské namésti 25, Prague 1, Czech Republic, milan.vlach@mff.cuni.cz
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2 DEA models and efficient inputs and outputs values

The DEA models are generally used to evaluate efficiency of units and to set the necessary changes in inputs (or
outputs) for inefficient units to increase their efficiency and to reach the efficiency frontier. Charnes, Cooper and
Rhodes [4] introduced a model, now called the CCR DEA model, for evaluation of the efficiency of a set of DMUs
that transforms multiple inputs into multiple outputs under the assumption of the constant returns to scale. The
outputs and inputs can be of various characteristics and of variety of forms that can be sometimes difficult to
measure.

The input oriented CCR DEA model [4] measuring efficiency of DMU is constructed as the maximization of the
ratio of weighted outputs to weighted inputs under the constraints that, for all DMUs, this ratio is less than or equal
to 1 and its value for the efficient DMU is equal to 1. Let H be the DMU which efficiency is measured. Lineariza-
tion of CCR DEA model leads to the following linear programming problem (envelopment model):

m
Z VigXiy = 1
n i=1
m n
Maximize z UinYin subject to _z VinXi + z WYk <0,k €K ={1,2,...,p} (1)
j=1 i=1 j=1

Ujg 2 0,j=12,..,n
vy=20,i=12,....m

and the corresponding dual problem (multiplier model):

DXy —Z/lkxm -s5;=0,i=12,....m
. . . . kEK
Minimize ®y subject to Vi — Z Ay +st=0j=12,...,n )
lceK

A >0 keK

. . . - . . .
where variables u;; and vy, are weights of outputs and inputs, 4, are multipliers, s;, s;" are slack variables, yj is

the value of j* output from unit k, and x; is the value of i*" input to k* DMU, H is index of the evaluated DMU.
This notation is used through the whole paper.

Let (u*, v, A", s"",s""),i =1,2,...,m,j = 1,2, ...,n, be an optimal solution of the problems (1) and (2), and let
@}, be the optimal value of both objective functions.

There are two basic results of the DEA models. First, the efficiency score @j; for the DMU H being evaluated.
Second, the input and output levels that the individual DMU should theoretically use to be as efficient as the
other efficient DMUs, which will be calculated by

, . .
Xig =Phxiy—s;,i=1,2,..,m

, o 3
Vg =Yim+sji=12,...,n 3

However, changing all the parameters of a monitored DMU leading to its efficiency may not always be possible
and we may assume that it would often be necessary to determine changes in only some particular factors. The
problem of possible reallocation of one factor was investigated by Cook, Green and Zhu [6] who studied the cases
where some factors of the DMUs can play input or output role and if some reallocation of this factor among the
DMUs improves they efficiency. They improve the idea of Beasley [2] who incorporated the dual-role factor twice
into the DEA model, once as input and once as output. Cook, Green and Zhu [6] also suggested a model for optimal
allocation of dual-role factor under the condition that the whole amount of such factor has to be exploited.
Brozova and Bohackova (2020) dealt with the simple problem of determining the values of selected inputs while
maintaining the number of other inputs and outputs so that the DMUs are efficient. Suggested model was inspired
by the model of Cook, Green and Zhu [6].

Let fi,l =1, ...,p, k € K be the inputs whose values we wish to determine so that DMUs were as efficient as
possible. The proposed model can be linearized using new variables 8y, = a;fix,! = 1, ..., p, k € K. Linear form
of model of Cook, Green and Zhu [6] has the following form:
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;(iv lk+25u{>—1
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=1
m 14 n
_Zvixlk 251k+2u]y]k<0k61(
Maximize Z Z U Yji subject to o1 = = 4)
keK j=1 alWllk < 5”{ < alWlk,l = 1, ...,p,k EK
u; = 0,j=12,..,n
v;,20,i=12,....m
a; = 0,6”{ = O,,l = 1,...,p,k EK

~

3 Estimation of the efficient values of selected inputs and outputs

Suppose now we want to change only selected parameters of a monitored DMU leading to efficiency of all DMUs.
To achieve it, we propose a method how to find the optimal values of selected inputs and outputs with the aim the
all DMUs are efficient which is based on the model (4). Let f;;,l = 1, ...,p, k € K are the inputs and a4 =
1,...,7, k € K are the outputs whose values we wish to determine so that DMUs become as efficient as possible.
The proposed model (an extension of linear form of model (4)) is as follows:

m p
Z Zvixik +Z afie |=1
i=1 =1
m p
_Zvixlk Z afik +Zujyjk + Zﬂngk <0keK
i =1 j=1 q=

n r i=1 l
Maximizez <Z iy + Zquqk> subject to wh < fu<wil=1,..,pkeK (5)
kek \j=1 q=1 nggg <z qk,q_l LrkeK
u; = 0,j=1,2
>0,i=1,2

a; = O'flk 20,l= 1,...,p,kEK
= Oﬁqu > O,q = 1,...,T,k eEK

Using new variables &y, = a;fi, Oqk = Hq9qk = 0,9 =1, ., l=1,..,p,k € K, we obtain the following line-

arization of (5):
z(zmﬁz&,{)

keK
m
_Zvixik _261k +Zujyj'k +Zaqk <0,keK
S a =1 =1 j=1 =1
Maxmizez Zuﬂ’}k + Z%k subject to awh, <8 <awlh,l=1,..,pk€K (6)
ke \7=1 U
J HqZir < O < UgZgrq = 1, ..., 7,k €K

uj 2 0,j=12,..,n

v;,20,i=12,....m
a;=>0,6,=0,,l=1,..,pkEK
Uqg = 0,04 20,9 = 1,..,r k€K

Lemma 1 Both model (5) and model (6) have always optimal solutions.

Proof. The feasible set of model (6), that is, the set of points satisfying all constraints of model (6) is bounded and
closed, and the objective function is linear. Therefore the maximum of the objective function attains its maximum
at some point of feasible set. The feasible set of model (5) is also bounded and closed, it is enough to put f; =

51"/“1 and gg = qk/ﬂq ,0=1,..,p, ¢q=1,..,7, k € K and again its linear objective function has its maxi-
mum. m

Note: In order to be able to calculate values fy;, gqi in the optimal solution of model (6), it is necessary that
a;, tq be larger than some very small positive value € = 0, So, we have to use the constraints a; = €,,l =1, ...,p
anduq =>¢&,q=1,..,r
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Lemma 2 All DMU s are efficient if and only if, for the optimal solution of model (5) or (6), we have @* =
Proof. A) Let all DMUs be efficient. It means Y72, vxf + Yoy aifie = 2i=1WYjk + Xg=1Hq9qk-

From the constraint of aggregated inputs Yyex (X7, vixh + Xh-; aifi) = 1it follows that also aggregate outputs
ZkeK(Z;’l:l WYk + Xg=1 .“ngk) = 1 and consequently @~ = 1.

B) Suppose now the optimal aggregate efficiency @* = ZkeK(Z’;:l WYk + Xg=1 Ilngk) = 1 and of course for
feasible solution the constraint ZkEK(Z}Zl vixh + X fzk) = 1 is fulfilled.

Suppose the inefficient DMU h exists, which means that Y/~ 1 vixh, + X0 aufy > Yi=1WYjn + Xg=1Hq9qn- In
this case some DMU d exists, for which has to be X% vixty + X0 ayfia < Xi=1WYja + Xg=1HqJqa- In this
case — Xt vixly — X0 aufia + Yj=1WYja + Xg=1HqFgqa > 0. It means, that at least one constraint is not valid.

Such solution is infeasible and input oriented efficiency of such DMU would be greater than 1. This implies that
all DMUs have to be efficient. m

Lemma 3 There are such lower and upper bounds WlLk, wll,’c , zgk,zé’k, l=1,..,p,qg=1,..,1 k € K that the op-
timal solution of model (5) and also (6) have value @* = 1.

Proof. If @ =1, then for all DMUs is Y[%; v; xlq + X afu = Yi=1 WYk + Xg=1Hq9qr (lemma 2) and also

Skek(Z2 vixhe + X1, 8u) = 1.

Because wjj, < fix < Wiy, it has to be aywjj, < 8q < aywyy, and also because zjy, < g < Zgy it is also gz, <
u

Ogie = UqZgi-

It is possible to find the values of the lower and upper limits to which following inequalities hold for k € K

Zf:l alszk - 25:1 qugk = Z?:l afie — 22:1 Hq9qr = Z?:1 UjYVjk — izt vixitk =< Z?:l alWllI]c - 22:1 #qzllik'

Because of nonnegativity of all parameters, for instance, it is possible to set for all DMUs

s Wi =smallW,l=1,..,p,k € K where smallW < _m (flk) andwj, = fy,l=1,..,p,k €K,

* Zp = ggoq=1,..,7,k € K and z}, = bigZ,q = 1, ...,r,k E K, where bigZ = ma; (qu)
q=

.....

Although it is theoretically possible to find the required values of inputs and outputs so that all DMUs are effective,
the results obtained in this way may not always be feasible in practice. Therefore, the following iterative procedure
is often terminated even if not all DMUs are effective. In this case, it is necessary to relax the limits for the searched
values of inputs and outputs; that is, to reduce the lower limits of inputs and increase the upper limits of outputs

3.1 [Iterative procedure

The procedure for obtaining the values of the selected inputs and outputs so that all units are as efficient as possible

has the following steps:

1. For efficient DMUs and the selected inputs set the values wf, = wji = fiy,l = 1,..,p,k € K ef ficient, and
the selected outputs set zgk = zé’k =9qq=1,..,7,k € K ef ficient.

2. For nonefficient DMUs and the selected inputs choose arbitrary the values wj, = smallW =

- 1 (flk) l=1,..,p,k € Knonefficient and wj;, = fy,l = 1,...,p,k € K nonef ficient.

3. For nonefflclent DMUs and the selected outputs choose arbitrary the values ng = bigZ,q=1,.., 1,k €
K nonef ficient and zgk =gqq =1,..,7,k € K nonef ficient.
4. Solve the model (6) and find the optimal solution

5. If the optimal value @* < 1 or if you are not satisfied with the results, then
* set the new higher upper bounds z,’{k and/or smaller lower bounds Zé‘k for outputs and higher upper

bounds wjy, for inputs and/or smaller lower bounds w;, and go to the step 4,

* else continue to step 6.
If the @* = 1 or is near enough to 1, end the iterative procedure.

Calculate the optimal values of the selected inputs as = Ok l=1,..,p k € K and outputs as =
p p lk a; p p Yqk
qu/ ' q =1,..,rk € K and calculate the efficiency of each DMUs according to the CCR DEA model.
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4 Application of suggested procedure

Suggested iterative procedure is illustrated on the following small example. The efficiency of five DMUs with two
inputs and one output is evaluated. Although this example contains few DMUs regarding to the number of inputs
and outputs, it is suitable for its clarity and the possibility of graphical representation of DMUs transformed them
to unit of output.

The initial state of DMUS and their CCR efficiency are in the Table 1 and Figure 1 - Initial data. It is seen that
only 2 DMU s are efficient (DMU 2, DMU 3) and that efficiency of other DMUs are low (DMUS, 0.71) or very
low (DMUL, 0.57, DMU4, 0.43). Graphically, the nonefficient DMUs lay far from the efficiency frontier (Figure
1 — Initial data).

Results of input oriented, output oriented resp. CCR model give also the necessary changes of inputs, output resp.
of the nonefficient DMUs. The fact that only two DMUs are efficient means also that virtual efficient units are
derived from DMU2 and DMU3. Graphical representation shows, that except DMU3 all other units have use the
same production pattern as DMU 2 to be efficient, their virtual DMU is DMU 2 (Table 1 and Figure 1 — CCR
results).

Initial data Input oriented CCR  Output oriented CCR

Inl In2 Outl Efficiency Inl In2 Outl Inl In2 Outl
DMU1 1 1 1 0.57 0.57 0.29 1 1 0.5 1.75
DMU2 4 2 7 1.00 4 2 7 4 2 7
DMU3 4 1 6 1.00 4 1 6 4 1 6
DMU4 8 5 6 043 343 171 6 8 4 14
DMUS5 4 2 5 071 2.86 1.43 5 4 2 7
SUM 21 11 25 14.86 6.43 25 21 9.5 3575

Table 1 DMU with initial and efficient values of inputs and outputs using CCR models

2/01 "

& DMU1 1 ‘
DMU4 ‘

SUM | pmua DMUL

DMUS o | & Bhis
€ DMU2 sum % DMUS DMU2

—— 02 _—
DMU3 DMU3

Initial data CCR results

Figure 1 DMU with initial and efficient values of inputs and outputs using CCR models
Note: The orange point represents unit as sum of inputs and outputs (X% Xy , X1 fir V221 Yk 2g=1 qu).

Now, the efficient values of input I2 and output O1 will be calculated while the value of input I1 remains the same.
Suggested approach allows to change selected inputs or outputs regardless of orientation of CCR model.

For the first iteration cycle, the lower bounds of O1 and upper bounds of 12 are set the same as the initial values
of this input and output. For efficient units the lower bounds are equal to upper bounds. For non-efficient units the
lower bounds for I2 was set as minimum of all I2 values, in this example it is 1, and upper bound for O1 is higher
than maximum of all Ol values, in this example it is set to 10 (higher than maximum of all O1). The overall
efficiency @ is equal to 0.97 and efficiency of DMU 2 is 0.88.

According to the Lemma 3 it is possible to find such lower and upper bounds, that all DMUs are efficient. If the
upper bound of outputs is increased to 11, the overall efficiency @* is equal to 1 and all DMUs are efficient. The
new values of selected factors that all units are as efficient as possible are in the column In 2* and Out 2* (Table
2, Figure 2, column First iteration).

For the second iteration cycle, the lower bounds of O1 and upper bounds of 12 are set the same and the lower
bounds for 12 is equal to 1 (minimum of all 12). If the upper bound for O1 is equal to 13.9 (higher than previous
upper bound but necessary for efficient DMUs) for all DMUs, then the overall efficiency @* is equal to 1. All
DMUs are again efficient, one initially efficient unit DMU 2 increases its O2 (Table 2, Figure 2, column Second
iteration).

From graphical representation seems, that the first iteration cycle provides more realistic results as DMUs pro-
duction structure is sufficiently individual, specific to each of them. Comparing results of the first and second
iteration cycles, the dominated DMUs are received in the second iteration cycle. Only nondominated units is
DMU 4 as shown Figure 2, Second iteration.
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Initial data First iteration (nonefficient) Second iteration (all DMU)
Inl In2 Outl Efficiency In1 In2* Out1* Efficiency In1 In2* Out1* Efficiency

DMU1 1 1 1 0.57 1 1 225 1.00 1 1 1.77 1.00
DMU2 4 2 7 1.00 4 2 7 0.98 4 2 7 1.00
DMU3 4 1 6 1.00 4 1 6 1.00 4 1 6.97 1.00
DMU4 8 5 6 043 8 1 11 1.00 8 1 139 1.00
DMU5 4 2 5 0.71 4 2 7 1.00 4 1 6.97 1.00
SUM 21 11 25 21 7 33.25 21 6 36.6

Table 2 DMU data with initial and changed values of selected input 12 and output O1

I}

2/01" 2/01

& DMU1

DMUL

DMU1
& SUM o )
DMUS - MU2 = DMUS |
DMU2 - T i . ¢ omu2
omus * = O Lo, L | o ;L‘ZI DMU3 DMUS |
o - -
Initial data First iteration Second interation

Figure 2 DMU with initial and changed values of selected input 12 and output O1
Note: The orange point represents unit as sum of inputs and outputs (X% Xy , X1 fik V2 =1 Yk 2g=1 qu).

In this example, it is appropriate to recommend DMUs to change their production structure according to the re-
sults of the first iteration cycle, all units are efficient and, in addition, the individuality of their production pro-
cess is largely preserved (given the permitted and non-permitted changes of inputs and output values).

5 Conclusion

The DEA method is widely used to analyze the efficiency of production units, and also allows the determination
of the necessary changes in inputs (or outputs) to make inefficient DMUS still efficient. However, such changes
lead to the erasure of differences (individualities) between the production processes of individual DMUs, because
virtual units are formed as linear combinations of effective DMUs. In addition, it is often not possible to change
either all inputs or all outputs of monitored DMUs. The proposed method of searching for suitable values only for
selected inputs and outputs (simultaneously inputs and outputs) therefore allows to preserve the values of un-
changeable parameters of DMUs and at the same time to set changeable parameters so that DMUs are as efficient
as possible. In addition, by setting the suitable lower and upper limits for the values of individual changeable
parameters, it is possible to find such values of inputs and outputs of DMUs that they are all effective. Since the
suggested method is iterative, it allows the decision-maker to experiment and adjust the lower and upper bounds
for changeable inputs and outputs so that the obtained efficient DMUs are best suited to his/her ideas and require-
ments.
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On the measurement of risk of some cointegrated trading
strategies
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Abstract. We consider optimal trading strategies with cointegrated portfolios,
i.e. when the price processes of a family of assets have a stationary linear combi-
nation. We further assume that the portfolio price process can be modeled as the
Ornstein-Uhlenbeck process and consider trading strategies of Bertram’s type, mean-
ing that positions are open on a below-average price level and closed again on an
above-average price level and the adjustment of positions is associated with trans-
action costs. This is a kind of arbitrage trading strategy where the crucial random
variable is the length of a trade cycle, i.e., the time to collection of profit. Here,
profitability of a strategy is measured as profit-per-time unit in the limit over the in-
finite time horizon. The optimization problem reduces to finding optimal entry and
exit thresholds maximizing the per-time-unit profit. We augment this optimization
problem by various kinds of constraints measuring riskiness of a trading strategy, such
as expected length of a trade cycle (i.e., expected time to profit collection), volatility
of the length of a trade cycle or per-time-unit volatility of per-time-unit profit.

Keywords: asset trading; nonconvex optimization; cointegrated portfolio; stationary
process; risk measure

JEL Classification: C13; C61
AMS Classification: 91B60

1 Introduction

Trading with cointegrated portfolios allows an investor to take advantage of mean reversion. In literature, the case
with two assets is often considered and is referred to as pairs trading; however, in this text the trading strategy
can be easily formulated for porfolios with a general number of assets (some possibly held short). Examples of
cointegrated portfolios include related commodities, such as oil held long plus kerosene held short, or Brazilian
coffee held long with Colombian coffee held short, or portfolios containing an asset with derivatives on the same
or similar underlying, such as an asset held long plus a sale forward contract thereof.

There is a rich literature on cointegrated trading or pairs trading; recall e.g. the distance approach [5], the
cointegration approach [11], the stochastic spread approach [4]], the stochastic control approach [9]], the machine
learning approach [7]], the copula approach [8] or the PCA approach [1l]. For a comprehensive literature review
see [10].

We follow a kind of the stochastic spread approach and extend the previous work of Bertram [2], [3]] and Holy
and Cerny [6]. Here, the focus is on optimizing the price thresholds when positions are open and closed. This
work builds also on [4]. The main building block is Bertram’s optimization problem [2]], where maximization of
profit-per-time unit as a function of the thresholds is formulated as an unconstrained optimization problem. In this
text we extend some ideas from [6]] and augment the problem with constraints bounding the riskiness (measured in
various ways) of the strategy.
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2 The trading strategy
2.1 Cointegrated portfolios

Assume that there exists a family of assets Ay, ..., A, with continuous-time price processes Pi(t), ..., P,(t) and
that it is possible to construct a portfolio 7 = (171, . ..,17,)T € R" such that its price process

P(t) = ) miPi(0)
i=1

is stationary. Let us define u := EP(¢) (by stationarity, 4 does not depend on 7), choose two levels a < u < b,
called entry threshold and exit threshold and consider the following trading strategy.
{1} Wait until time #; when P(#;) = a. Then open positions, i.e. buy portfolio 7.
{2} Wait until time ¢{ > #; when P(¢]) = b. Then close the positions (i.e. sell potfolio 7, or, equivalently, buy
portfolio —n). Then, repeat {1} and {2} forever.

This strategy generates a sequence of times 7] < t] <ty <t} < ---, where the time interval [7;, ] refers to open
positions and the interval [t], #;41] refers to closed positions.

Remark. This is just a convention; the strategy could be alternatively reformulated as follows.

{1* }Wait until time #; when P (#;) = a. Then buy portfolio 7.

{2*}Wait until time #{ > #; when P (#{) = b. Then buy portfolio —27.

{3" }Wait until time #, > #] when P (#;) = a. Then buy portfolio 277 and iterate forever.

This is a symmetric version of the trading with no idle times in time intervals [#/,#;1]. Its analysis is analogous; namely, in the limit it is a
version with doubled profit compared to strategy {1}-{2}. This is why we can restrict our attention only to {1}-{2}.

Disregarding some pathological cases, the stationarity phenomenon allows us to take advantage of mean reversion,
meaning that once the price process P(¢) deviates from its mean, it returns to u in finite time. If the thresholds a, b
are chosen “reasonably”, then in time #; we collect deterministic profit

no :=P(t])) — P(t;) =b — a.

In this setup, choice of a trading strategy reduces to the choice of the thresholds a, b. The pair (a, b) is simply
referred to as strategy. What is random here is the the length of a trade cycle

T; ==ty — 1.

The tradeoff is between the deterministic profit o and the time to its collection, which is measured by the mean
value of the trade cycle as
T = ET;.

Thus it makes sense to standardize the profit per unit of time, i.e., to measure profit as
Iy = lim 7' 7oN(7),
t—o00

where N(t) is the counting process for the number of trade cycles in timer window [0, ¢]. By stationarity of P(t),
the process N () grows at a linear rate and it follows that Iy is well-defined.

2.2 Transaction costs

We will assume that a transaction is associated with transaction cost c; per unit of asset A;, meaning that adjustment
of a position in asset A; costs ¢; dollars. Then, the profit per trade cycle is

n=b-a-c,
including transaction costs

n
c:=2" Inile;
i=1

(the factor 2 corresponds to the fact that positions are open and then closed which requires a pair of transactions).
Then, profit-per-time-unit reduces to
I =1(a,b) = lim r'7N;.
t—o0
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2.3 Ornstein-Uhlenbeck process and its standardization

To find expressions for Iy, the crucial quantity is the random process N(f). To derive concrete results, it is
necessary to make further assumptions about the particular form of the price process P(z). We follow the work
[2], [6] and others and assume that it follows the Ornstein-Uhlenbeck equation

dP(t) =t(u— P(2)) + cdW(z),

with parameters y (mean value), 7 > 0 (speed of mean reversion) and o= > 0 (volatility), where W(t) stands for
the standard Wiener process. In the sequel, if not stated otherwise, all unreferenced statements follow [2] and [6]].

Here we make an essential assumption: all of the parameters n, u, T, o are assumed to be known exactly, meaning
that they are not econometric estimates. This is an idealistic assumption, which is however frequent in port-
folio theory. (In practice, the parameters are estimated from finite-sample observations of the price processes
Pi(t),. .., P,(t) which means that they suffer from statistical errors; this fact is disregarded in this text but is surely
worth investigating in depth).

Then we can use Ito’s Lemma and consider a standardized version P of the Ornstein-Uhlenbeck process given by
substitution

i=tt, P() =020 (P F) - p).

Now we can assume, without loss of generality, that t = 1, y = 0 and o = V2; this is equivalent to saying that
the price process P(t) is standardized. In this setup, the profit I1(a, b) is indeed a function of a, b only (and not
u, o, 7). And the task reduces to the optimization problem “how to choose a, b to maximize I1(a, b)”?

3 Bertram’s optimization problem

3.1 The case with no risk constraints

The optimization problem from the last paragraph,

ma}Jx I(a, b) subjecttob —a —c > 0, )
a,

is referred to as Bertram’s (unconstrained) problem. It has the following properties:
(a) Optimization problem () is convex.
(b) Its optimum is symmetric, meaning that its optimal solution (a*, b*) satisfies b* = —a™.
(¢) The function I1(a, b) is not elementary; the optimum (a*, b*) cannot be expected to have a closed algebraic
form. In particular, the “best” known expression is (using k := 2k — 1 as a shorthand)

00 k
(a, b) = sz/zF(k) —b 2)
k=1

3.2 The case with bounded risk

It is natural to augment with risk constraints. If R(a, b) is a risk measure, it is assumed that an exogenous
admissible risk level R™* is given and the risk-constrained problem takes the form

max I1(a, b) subjecttob —a —c¢ > 0, R(a,b) < R™*. 3)
a,

First of all, it is natural to consider strategies with long expected trading cycles to be “more adverse” than strategies
with shorter cycles. Thus, it is natural to consider a bound on 7~ given by expression (2):

R1 =7
As a second alternative, a natural choice is the volatility of profit var(zN;) in the long run  — oco. Unfortunately,
tlim var(nN;) =0

and thus it is a trivial measure. Thus we need standardization in the form of per-time-unit volatility of profit defined
as
Ry = Ry(a,b) := lim 1~V 2var(zN,)'/2. 4)
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(2) | (b)

Figure 1 The space (a, b) of feasible strategies satisfying b — a — ¢ > 0 with fixed costs ¢ = 0.02, the symmetry
line @ = —b and the optimal strategy for the unconstrained problem (T)) depicted by a blue circle. Figure (a):
Contour plot of the profit function I1(a, b). Figure (b): Contour plot of risk measure R;(a, b), corresponding
to the expected length of a trade cycle. Figure (c): Contour plot of risk measure R, (a, b), corresponding to the
per-time-unit volatility of profit. Figure (d): Contour plot of risk measure R3(a, b), corresponding to the volatility
of the length of a trade cycle.

It is easy to show that the normalization of the variance by = in (@) results in a nontrivial risk measure only for
w = —1/2. The available expressions for R, are non-elementary again: we have

Ry=nm (V7_73/ 2,
where, denoting the digamma function by ¢(-),

V :=var(Ti)'/? = (wi(a) - wi(b) — wa(a) + wa(b))'/?,
2

0 k2 ok \ 2 0 k/2 k
wi(x) = %(;F(k/z)zk—vx) _%(;(_1)kF(k/2)2 k!x )

2k=1/2,2k-1
Qk-1)! "

wa(x) = Y T(k = 1/2)¢(k = 1/2)

k=1
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Figure 2 Symmetric strategies satisfying b = —a for fixed costs ¢ = 0.2 (upper plot) and ¢ = 0.6 (lower plot). The
profit function I1(—b, b) in blue and the three risk measures: 5L0R1 (=b, b) in black, Ry(—b, b) in red, 5L0R3 (=b,b)
in cyan. The scaling factor % is introduced just for better readability of the plot.

With the available expression for V, the volatility of the length of a trade cycle, it is also natural to put a bound on
it:
R3 =Y.

Also further risk measures can be constructed analogously, such as 7~ /V, the variation coefficient of the length of
a trade cycle.

On the other hand, currently it seems implausible to derive expressions for quantiles (value-at-risk) and expected
shortfall (conditional value-at-risk) of profit as representatives of other frequently considered risk measures from
literature. This is an interesting problem for further analysis.

3.3 Geometry of the risk constraints

It is instructive to visualize the objective function I1(a, b) and the risk measures R, Ry, R3 as in Figure 1 by
contour plots. It is visible that in all three cases of risk measures, the constraint R; < R™ is non-convex. It is
also apparent that the risk measures are symmetric along the line a = —b.

Figure 2 depicts the same functions for symmetric strategies, where b € [0,2] and b = —a. The figure illustrates
the effect of transaction costs (with ¢ = 0.2 in the upper plot and ¢ = 0.6 in the lower plot). Observe that R; and
R3 do not depend on c, while R, does.

Solving the risk-constrained problem for symmetric strategies can be essentially based on the Binary Search
algorithm from [[6]. Since it is a problem in a single variable, there are no serious numerical issues. The only
point why the problem has to be solved numerically is that the optimal solution seems to have no explicit algebraic
expression (most probably it is not an elementary function of the input data).
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4 Conclusions

Cointegrated trading strategies take the advantage of the fact that it is possible to combine a portfolio of assets
the price process of which is stationary. Here, the mean reversion feature can be utilized for an arbitrage strategy
(“wait for a below-mean price, open positions, then wait for an above-mean price and close positions”). The risk
is introduced here through the random length of a trade cycle. If combined with per-unit-of-asset transaction costs
and a portfolio consisting of a pair of assets, the strategy reduces to Betram’s pairs trading strategy. We formulated
this strategy in more general way, with a general portfolio of assets (affecting the transaction costs), and with
multiple kinds of risk constraints.

However, still, the analysis is performed under the unrealistic assumption that all parameters of the model — the
cointegration coefficients and the parameters of the Ornstein-Uhlenbeck process — are known exactly. This is
violated in practice where we have a (large) family of tradable assets and we need (i) to test whether a cointegration
combination exists, (ii) to estimate the cointegration coefficients, (iii) to test whether the price path can be modeled
as Ornstein-Uhlenbeck process, (iv) to estimate its parameters. All of the tests and estimates are made from a
finite sample of observations of points on the trajectory of the price processes Pj, . . ., P, and suffer from statistical
errors. If a portfolio manager works with the “wrong” (statistically estimated) values instead of the true parameters,
this leads to a suboptimal strategy in the sense of the optimization problem (3). It can be intuitively expected that
small errors in parameter estimates will lead to small errors in the trading strategy, measured e.g. by the decrease
in per-time-unit profit compared to the profit of a theoretical investor who would know the true parameters exactly.
Quantification of this loss is one of interesting problems for further research.
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Statistical Analysis of ICT Utilization in Marketing
Andrea Cizku?

Abstract. The paper investigates and quantifies the utilization of online marketing
tools by Czech companies during the current Covid-19 crisis, which stressed the im-
portance of exploitation of online tools in business. Companies are constantly seeking
out ways of enhancing their business and online marketing tools offer a way of achiev-
ing these goals. A wide range of online marketing tools are taken into account in the
statistical analysis performed in this paper. A survey approach based on question-
naires was applied to collect the data. Statistical analysis is performed by applying
chi-square tests within the contingency table framework. An important finding is that
there are important differences in the utilization of online marketing tools by small
craft businesses and other companies. Dynamical analysis of changes in trends in the
utilization of these tools are also investigated and analyzed in a disaggregated way to
describe the dynamic trends for different online marketing tools.

Keywords: online marketing, small craft businesses, covid-19 crisis, social networks,
ICT, e-business

JEL Classification: M15, M31, M37
AMS Classification: 91B82

1 Introduction

According to Kingsnorth (2016), online marketing tools represent an environment in which marketing strategies
are combined with the application of new technologies. Eid, EI-Gohary (2013) states that companies have already
integrated these new technologies during the first two decades of the 21% century and online marketing tools are
already a part of communication strategies with customers. Online marketing tools and their utilization is not only
a relevant practical issue, but it is also a topic discussed thoroughly in the marketing literature nowadays. Cetlova,
Velimov (2019) performed a pilot project to investigate the use of online marketing activities in Czech companies.
Cetlova, Marcinik, Velimov (2020) performed a statistical analysis of the relationship between the use of online
marketing tools and the size of companies and provided empirical evidence that ICT tools are an essential part of
online marketing in large companies while the usage of these tools in small self-employed businesses is rather
weak. Civelek et al. (2020) performed a detailed statistical analysis of 1156 Czech, Slovakian and Hungarian small
and medium-sized enterprises (SME). Their findings are that the Hungarian SMEs apply social media platforms
in their operations more than Czech and Slovakian SMEs. Breckova, Karas (2020) found out that there is a de-
pendence between the use of online marketing tools and the export focus of companies. Companies operating on
foreign markets use a wider range of online tools for their business than companies focused on the domestic mar-
ket.

The goal of this paper is to contribute to this literature by (1) analyzing a wide range of marketing tools in a
disaggregated way - utilization of mobile applications, e-shop applications, built-in contact forms, chat-boxes,
Google Analytics, SEO (Search Engine Optimization), SEM (Search Engine Marketing), CRM (Customer Rela-
tionship Management), social networks, PPC (Pay Per Click), (2) investigating the differences in utilizing this
wide range of online marketing tools between small craft businesses and other companies, (3) describing dynamic
trends in utilization of these tools during the current Covid-19 crisis.

The structure of the paper is as follows. Firstly, a range of analyzed online marketing tools is summarized in
chapter 2. Comparison of small businesses with other companies is then presented in chapter 3. Section 4 presents
an analysis of dynamic trends in the utilization of online marketing tools during the current Covid-19 crisis. The
final chapter 5 concludes.

! University of Economics, Prague, Faculty of Informatics and Statistics, Department of Econometrics, W. Churchill Sq. 4, 130 67, Prague 3,
Czech Republic, andrea.cizku@vse.cz.
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2 Online Marketing Tools

Online marketing comprises many tools and methods. For this reason, the first questionnaire from January 2020
contained the following questions:

1) Do you have an idea of what online marketing is?

2) Do you have a web page for your business?

3) Is there a mobile application on your web page?

4) Does your web page contain a mobile e-shop application?

5) Does your web page have a built-in contact form for communication with customers?

6) Isthere a chat box on your web page for communication with visitors?

7) Do you monitor the visit rate of your business web page?

8) Do you exploit Google Analytics or a similar tool?

9) Do you utilize SEO for web optimization?

10) Do you exploit SEM (Search Engine Marketing)?

11) Do you have a special e-mailing tool for communication with (potential) customers?

12) Do you utilize CRM (Customer Relationship Management)?

13) Are you presenting your business on social networks?

14) Do you measure the effectiveness of marketing activities on social networks?

15) Have you advertised your products and services on the internet by using PPC advertising (Pay Per Click)?

The same questions were asked once more later in September 2020 to obtain information on how the utilization of
online marketing tools changes in time during the current Covid-19 crisis. Moreover, the following additional
questions were added to the questionnaire in September 2020 to obtain information specific to the Covid-19 crisis:
16) Do you plan to increase the budget for online marketing activities in the next three months?
17) Do you consider online marketing tools to have a positive influence on the reputation of your business?
18) Does the utilization of online marketing tools bring savings compared to the traditional marketing com-
munication?
19) Have you begun to use other online technologies for communication with customers, suppliers or em-
ployees during the current Covid-19 crisis?
20) Do you plan to utilize these online technologies for communication in the near future?

Data were collected from both these questionnaires by Cetlova et al. (2020) within the project implemented by the
Central Bohemian Association of Managers and Entrepreneurs (STAMP). Cetlova et al. (2020) also analyzed these
data. Nonetheless, their analysis was based only on simple descriptive statistics. The presented paper extends their
analysis by performing a rigorous statistical analysis based on chi-square tests within the framework of contin-
gency tables. Results obtained from this analysis are described in the following chapters 3 and 4.

3 Comparison of small businesses with other companies

Utilization of online marketing tools is compared between small self-employed businesses and other companies
by testing the dependency between two categorical variables in a contingency table. Specifically, the following
hypotheses were statistically tested by chi-square test within contingency tables:

H, : In the population, the two categorical variables are independent.

H, : In the population, the two categorical variables are dependent.

Contingency tables are tools for analyzing the relationship between two categorical variables. It is a special type
of frequency distribution table, where two variables are shown simultaneously. The following contingency table
with absolute frequencies was obtained from the raw data from January 2020 to answer the first above-mentioned
question: “Do you have an idea of what online marketing is?”

Observed frequencies Do you have an idea of what online marketing is? Total sum
No Yes

Small craft businesses 11 22 33

Other enterprises 14 117 131

Total sum 25 139 164

Table 1 Contingency table with absolute frequencies for categorical variables type of business and awareness of
online marketing for data from January 2020.
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Table 1 shows that there are 33 small craft businesses and 11 of them do not have an idea of what online marketing
is. There are also 131 other enterprises and only 14 of them do not have an idea of what online marketing is.
Therefore, there are 11+25=25 enterprises that do not have an idea of what online marketing is. The remaining
numbers in the contingency table are interpreted in a similar way.

The following hypotheses are tested by chi-square test in the contingency table:
H, : There is no relationship between the type of business and awareness of online marketing.

H, : There is a relationship between these two categorical variables.
Chi-square statistic is calculated as follows:

n (0 ~E )
lz:Z-, (”E—”) 1)

]

where O

E,

]
m is the number of rows and n represents the number of columns in a contingency table.

is the observed frequency in the i-th row and j-th column of a contingency table,
is the expected frequency in the i-th row and j-th column of a contingency table,

Expected frequencies are in contingency tables calculated according to the formula:
Oi. 'O.j
E, = . 2

n

where O, = ZO". is the sum of observed frequencies in the i-th row,

|
JuN

O, = ZO‘. is the sum of observed frequencies in the j-th column,

N =>>"0, isthe total number of observations.

ij

i=1 j=1
If the null hypothesis H, is true, then the chi-square statistic »° has a chi-square distribution with
k=(m-1)-(n—1) degrees of freedom, i.e. *~ z*(k). P-value of the chi-square test statistic calculated from

table 1 was found to be 0.001, meaning that the hypothesis H, is refused on 1% level of significance (0.001<0.01).
Therefore, there is a relationship between the type of business and the awareness of online marketing. Obviously,
small craft businesses are much less aware of online marketing than other enterprises. The ratio of craftsmen not
aware of online marketing is 11/33=0.3 while the ratio of other enterprises not aware of online marketing is
much smaller and equal to 14/131=0.11.

Described statistical procedure was performed for all remaining questions and for the questions analyzed later in
September 2020. The results are summarized in the following table:?

Question number 1 2 3 4 5 6 7 8 9 10
P-value 0.001 | 0.031 | 0.109 | 0.078 | 0.003 | 0.195 | 0.047 | 0.066 | 0.025 | 0.012
(January 2020) *kk K% * KKk K% * *k Kk
P-value 0.000 | 0.000 | 0.004 | 0.283 | 0.000 | 0.030 | 0.001 | 0.002 | 0.152 | 0.206
(September 2020) Khk *khx K% Fhk *% *kx *kx

Question number 11 12 13 14 15 16 17 18 19 20
P-value 0.013 | 0.006 | 0.029 | 0.013 | 0.167

(January 2020) okl falaid i bl

P-value 0.000 | 0.001 | 0.000 | 0.003 | 0.071 | 0.003 | 0.000 | 0.000 | 0.083 | 0.000
(September 2020) *kk *xk *Kk*k *xk * *k*k *kx *kx * *k*k

Table 2 Summary of the results of the chi-square test of independence between categorical variable
type of business and other categorical variables defined by the questions 1-20
for the data from January 2020 as well as September 2020.

2 Symbols ***, ** and * indicate that the result of the statistical test is significant on 1%, 5% and 10% level of significance, respectively.
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Legend: (short description of questions 1-20)

1. awareness of online marketing 11. emailing tool

2. web pages 12. CRM

3. mobile application 13. social networks

4. e-shop 14. effectiveness on social networks

5. contact form 15. PPC

6. chat box 16. budget for online marketing

7. visitrate 17. reputation

8. Google Analytics 18. savings

9. SEO 19. new online technologies

10. SEM 20. new online technologies in the near future

The results indicate a statistically important relationship between the type of business and the utilization of a given
online marketing tool (specified in questions 1-20) in most cases. This provides empirical evidence for the validity
of the hypothesis that the utilization of online marketing tools is different in small craft self-employed businesses
than in other enterprises. There are few exceptions in which statistical dependency was not confirmed at none of
the standard statistical levels of significance. These are questions numbers 3, 6 and 15 for data from January 2020
and questions 4, 9 and 10 for data from January 2021. The utilization of a given marketing tool by small self-
employed craft businesses and by other enterprises can be considered the same in these cases.

Let’s now investigate the ratio of small businesses and other enterprises with a positive answer “yes” to a given
question, which is summarized by the following figure:

January 2020

ratio of those with
positive answer

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
question
—e—craftsmen  — m —other enterprises

September 2020

ratio of firms with
positive answer

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
question
—eo—craftsmen - & —other enterprises

Figure 1 Ratio of small craft businesses and other enterprises with a positive answer to
questions 1-20 for the data from January 2020 and September 2020.

The figure documents that the ratio of small businesses with a positive answer to the given questions is lower than
the corresponding ratio of other enterprises. This result is quite robust as it holds for all questions and for both
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datasets, which represents another empirical evidence for the hypothesis that the degree of utilization of online
marketing tools in small self-employed craft businesses is significantly smaller than in other enterprises.

It can also be seen from Figure 1 that there is a relatively high ratio of positive answers in small craft businesses
as well as other enterprises in the following questions:

1. awareness of online marketing

2. web pages

5. contact form

7. visit rate

13. social networks

17. reputation

19. new online technologies

20. new online technologies in the near future

Thus, the most popular online marketing tools are web pages, contact form and social networks. This observation
suggests that there is a potential for promoting the utilization of other online marketing tools between Czech com-
panies (mobile applications, e-shop, chat box, Google Analytics, SEO, SEM, special emailing tools, CRM and
PPC). Quite a relatively high percentage of companies monitor the visit rate of their web pages, consider online
marketing tools as a way to promote their reputation and begun to use new online technologies and plan to do so
in the near future as well. Nonetheless, a rather low percentage of companies are willing to increase their budget
for online marketing activities during the current Covid-19 crisis (question number 16).

4 Dynamics trends in utilization of online marketing tools

Let’s now investigate the dynamics in time. The ratio of firms with a positive answer to the above mentioned
questions is now in figure 2 displayed in such a way that enables us to visually analyze changes in time.

Small craft businesses

- 0,8
=% 06
ES R 2
=g 0% ..
S5 o2¢ N Y
s = 0 -t
1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20
question
—&— January 2020  ---#-- September 2020
Other enterprises
s o
=z o
=< o *
ES R
= o 3
5 2 .
28 3
s

1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20

questions
—— January 2020  ---#--- September 2020

Figure 2 Dynamics of the ratio of small craft self-employed businesses and other
enterprises with a positive answer to questions 1-20.
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The first graph of figure 2 shows that the percentage of small craft businesses with a positive answer to above-
mentioned questions is roughly the same in January as in September 2020. From this point of view, the utilization
of online marketing tools among small craft businesses did not change much during the current Covid-19 crisis.
Nonetheless, the exploitation of online marketing tools did change among other enterprises, and the change had a
positive sign for most of the questions. Therefore, the differences in the utilization of online marketing tools be-
tween small craft self-employed businesses and other enterprises increased during the current Covid-19 crisis.

5 Conclusion

McKinsey (2020) states that the decline in the global economy due to Covid-19 measures has already overcome
the Great Recession of 2009. McKinsey conducted a research showing that only businesses using new technologies
addressing the changing environment will stay competitive and will be able to adapt. Their results suggest that the
only way out of the global economic crisis is to accelerate the use of new technologies including online marketing
tools. Results from this paper show that this is not true for the segment of the Czech small craft businesses. Utili-
zation of online marketing tools by small self-employed companies in the Czech Republic is very low and the
current Covid-19 crisis did not change this trend. Utilization of online marketing tools by other Czech companies
was considerably higher at the beginning of this crisis and there is also a growing trend in the exploitation of these
online tools by larger companies. Thus, the current Covid-19 crisis has even increased the difference between
small craft businesses and other enterprises regarding their utilization of online marketing tools. The application
of e-business within firms not only improves business processes, administration, sales, financial management,
human resources, and service quality, but also an exchange in communication between companies, customers,
suppliers, banks, and public administration (Cetlova, Velimov, 2019). Nonetheless, small self-employed craft busi-
nesses in the Czech Republic have not yet overcome the technological barriers associated with the application of
these tools despite the current Covid-19 crisis which emphasized the importance of these online tools.
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On the crossing numbers of join of one graph on six
vertices with path using cyclic permutation

Emilia Drazenska !

Abstract.

The crossing number, cr(H), of a simple graph H is the minimal number of
edge crossings over all good drawings of H in the plane. In general, compute
the crossing number for a given graph is a very difficult problem. The crossing
numbers of a few families of graphs are known. One of them are join products
of special graphs. In the paper, we extend known results concerning crossing
number of the join product G+ P,, where the graph G consists of 5-cycle whose
one vertex is adjacent to another vertex of this cycle and one other isolated
vertex, and P, is the path on n vertices. The methods used in the paper are
based on combinatorial properties of cyclic permutations and the proof is done
with the help of software.

Keywords: graphs, drawings, crossing numbers, cyclic permutation, join
product.

JEL classification: C02
AMS classification: 05C10; 05C38

1 Introduction

Let the graph H be a simple, undirected and connected graph with vertex set V and edge set E. The
crossing number, cr(H), of a graph H is the minimum number of edge crossings in any drawing of H in
the plane. (For the definition of a drawing, see [7].) The drawing with a minimum number of crossings
(an optimal drawing) must be a good drawing, meaning that each two edges have at most one point in
common, which is either a commom end-vertex or a crossing.

The problem of reducing the number of crossings on the edges in the drawings of graphs was studied in
many areas and the most important area is VLSI technology. The crossing numbers have been studied to
improve the readability of hierarchical structures and automated graph drawings. The visualized graph
should be easy to read and understand. For the understandability of graph drawings, the reducing of
crossings is likely the most important. The investigation on the crossing number of a given graph is very
difficult problem. Garey and Johnson proved [4] that computing cr(H) is an NP-complete problem.

The exact values of crossing numbers are known for several special classes of graphs. One of them is a
join products of two graphs. The join product Hy + Hs of two graphs Hy = (V1, Eq) and Hy = (Va, Es)
is obtained from the vertex-disjoint copies of H; and Hs by adding all edges between V(H;) and V(Hs).
For |[V(G1)| = m and |[V(G2)| = n, the edge set of Hy + H is the union of disjoint edge sets of the graphs
Hy, Hy, and the complete bipartite graph K, ,. Let D,, denote the discrete graph on n vertices, let P,
and C), be the path and the cycle on n vertices. In the proofs of the paper, we will often use the term
“region” also in nonplanar drawings. In this case, crossings are considered to be vertices of the “map”.

The exact values for crossing numbers of H + P,, and H + C,, for all graphs H of order at most four are
given in [10], and the crossing numbers of the graphs H + D,,, H + P,, and H + C,, are also known for
some graphs H of order five and six, see [2], [3], [7], [8], [9], [11], [12], [13], [14], and [15].

In this paper we extend these results by giving the exact values of the crossing numbers for join product
for a special graph G on six vertices with the path P,.

ITechnical University in Kosice, Faculty of Electrical Engineering and Informatics, Department of Mathematics and
Theoretical Informatics, Némcovej 32, 042 00 Kosice, Slovak Republic, e-mail: emilia.drazenska@tuke.sk

72



Vs Vi

Ve

(a)

Figure 1: Three planar drawings of the graph G and the vertex notation of G

()

(b) (c) (d) (e) (f)

Figure 2: Six drawings of the graph G with one crossing

D (D(H)) be a good drawing of the graph H. We denote by crp(H ) the number of crossings among edges
of H in the drawing D. Let H; and H; be two edge-disjoint subgraphs of H. We denote by crp(H;, H;)
the number of crossings between the edges of H; and edges of H;, and the number of crossings among
edges of H; in D by crp(H;).

In the paper, some proofs will be also based on the Kleitman’s result on crossing numbers of the complete
bipartite graphs [6]. More precisely, he proved that

cr(Km.n) = [%J [m; IJ LgJ V‘; IJ, if min{m,n} <6. (1)

2 The crossing number of G + P,

Let G be the connected graph of order six consisting of the four-cycle and three-cycle with a common
edge and one more vertex adjacent with a vertex of degree three (see Figure 1).

We consider the join product of the graph G with the the discrete graph D,,. The graph G + D,, consists
of one copy of G and of n vertices t1,...,t,. Each vertex t;, i = 1,...,n, is adjacent to every vertex of
G. Let T%, i =1,...,n, denote the subgraph that is uniquely induced by the six edges incident with the
fixed vertex ¢;. This means that the graph 7' U---UT" is isomorphic to the complete bipartite graph
K, and

G+Dn:GuKﬁ,n=Gu<UTi>. (2)

=1

We also use the same definition and notation for the good drawing D of the graph G + P,,. The graph
G + P, contains G + D,, as a subgraph, and therefore let Py denote the path induced on vertices of
G + P,, not belonging to the subgraph G. The path P} consists of the vertices t1,...,t, and the edges
{tistiz1}, for i =1,...,n— 1. Thus,

G+P :GuKﬁ,nuP;:Gu<UTi>uP;. (3)

i=1
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Let D be a good drawing of the graph G + P,. The rotation rotp(t;) of a vertex t; in the drawing D
is the cyclic permutation that records the (cyclic) counter-clockwise order in which the edges leave t;,
see [5]. We use the notation (123456) if the counter-clockwise order the edges incident with the vertex t;
is t;v1, tiva, tivs, tivg, t;vs, and t;ve. For i,j € {1,...,n}, i # j, every subgraph T% U T7 of the graph
G + P, is isomorphic with the graph K¢ . We will study the minimum number of crossings between the
edges of T* and the edges of T7 in a subgraph 7% UT” induced in the drawing D of G + P, depending on
the rotations rotp(¢;) and rotp(t;).

D.R.Woodall [16] published that in the subdrawing of 7% U T7 induced by D holds crp(T% T7) > 6 if
rotp(t;) = rotp(t;). If Q(rotp(t;),rotp(t;)) denotes the minimum number of interchanges of adjacent
elements of rotp(t;) required to produce the inverse cyclic permutation of rotp(t;), then crp(7%,77) >
Q(rotp(t;),rotp(t;)). By P we will understand the inverse cyclic permutation to the cyclic permutation
P. In this paper, some parts of proofs can be done with the help of software that generates all cyclic
permutations of six-element set in [1].

We will separate the subgraphs T¢ for i € {1,...,n} of the graph G + D,, into three mutually disjoint
subsets. For i € {1,...,n}, let Rp = {T" : crp(G,T") = 0} and Sp = {T* : crp(G,T?) = 1}. Every
other subgraph T? crosses the edges of G at least twice in D. For T% € Rp, let F? denotes the subgraph
GUT! of G+ P,, and let D(F?) be the subdrawing induced by D.

According to the arguments in the proof of Theorem 1, in the optimal drawing D of G + P, there is
a subgraph T% whose edges cross the edges of the graph G at most once. Thus, we will deal with only
drawings of G with a possibility of existence of a subgraph T € Rp U Sp.

Assume first a good subdrawing of the graph G in which there is no crossing on the edges of G. In this
case, we obtain three nonisomorphic planar drawings of G shown in Figure 1. The vertex notation of the
graph G in Figure 1 will be justified later.

Let us first assume the drawing of G with the corresponding vertex notation in such a way as shown
in Figure 1(a). We need to list all possible rotations rotp(¢;) which can appear in D if the edges of
T do not cross the edges of G. Since there is only one subdrawing of F? \ {ve,v3} represented by
the rotation (1546), there are two ways of obtaining the subdrawing of F depending on the region in
which the edges t;v5 and t;v3 are placed. We denote these two possibilities under our consideration by

1, A, summarized in Table 1. As for our considerations it does not play a role in which of the regions
is unbounded, assume the drawings shown in Figure 3. Let us discuss all possible rotations rotp(t;)
which can appear in D if the edges of T cross the edges of G exactly once. The vertex ¢; must be
placed in the region with at least five vertices of G on its boundary, which means that the vertex ¢; be
placed in outer region of G. The edge v4vg can be crossed only by the edge t;v3, and the edge vyvs
can be crossed either by the edge t;v5 or the edge t;vs. So, there are three configurations represented
by the cyclic permutations A4; = (125436), A2 = (154632) and A3 = (163254). The edge v4vs can be
crosseed either by the edge t;vs or the edge t;v3. And, there are three configurations represented by
the cyclic permutations Ay = (135246), A5 = (125346) and Ag = (152463). Two edges, either t;v3 or
tivg, can cross the edge vovs. And we have three configurations represented by the cyclic permutations
A7 = (123546), Ag = (132456) and Ag = (124563). The edge vsvg can be crossed by the edge ¢;v4, so there
exist two configurations represented by the cyclic permutations Ao = (132564), 411 = (125643). The last
possibility is that the edge vovs can be crossed either by the edge t;v4 or the edge t;vs. Thus, we have four
configurations represented by the cyclic permutations Ao = (142563), 415 = (134256), 414 = (135246)
and A;s = (152463) (see Figure 4).

Now assume the drawing of G with the corresponding vertex notation in such a way as shown in Fig-
ure 1(b) or 1(c). Since in both drawings there are at most 5 vertices of G in the boundary of any region,
the edges of any 7" cross the edges of G at least once. Consider all possible drawings of G U T? in
which the edges of T? cross the edges of G exactly once. First, assume the drawing of G as shown in
Figure 1(b). Let the vertex t; be placed in the same region as the vertex v;. Since there is only one
subdrawing of G U T" \ {v3,vs} represented by the rotation (1452), there are two and four possibilities
how to obtain the subdrawing G U T? depending on which region the edge t;v; is placed and which
edge of GG is crossed by the edge t;vs. These 2x4=8 possibilities under our consideration are denoted
by By = (134652), By = (146523),Bs = (136452), B4 = (164523), B5 = (145263),Bs = (134526),B; =
(134562) and Bg = (145623). If the vertex t; is placed in the outer region, there is the only subdrawing
of GUT"\ {v1} represented by the rotation (25463). And, there are three possibilities how to obtain the
subdrawing G'U T? depending on which edge of G is crossed by the edge t;u;. These three possibilities
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Figure 3: Drawings of all possible configurations of the graph F*, if cr(G) = 0

| Aj : (132546) | A3 @ (125463) |

Table 1: Configurations of graph GUT?, T? € Rp

are By = (154632), B1p = (146325) and By; = (125463) (see Figure 5). Second, assume the drawing of G
as shown in Figure 1(c). The vertex ¢; must be placed in the outer region. There is the only subdrawing
of GUT®\ {v1} represented by the rotation (32546) and there are two possibilities how to obtain the
subdrawing G UT? depending on which edge of G is crossed by the edge t;v;. These two possibilities are
denoted by C; = (163254) and Co = (132546) (see Figure 6).

Assume the drawing of the graph G with one crossing among its edges. We will consider only such
drawings of G for which there is a possibility of the existence of a subgraph 7% € Rp, because of
arguments in the proof of Theorem 1. Since there is T € Rp, all vertices of G are placed in the same
region. There are six possibilities how to obtain a crossing between two edges of G. The edge incident
with a vertex of degree one crosses either one of the two edges of 4-cycle which are not adjacent to it,
or with an edge of 3-cycle which is not adjacent to it. Another crossing between the edges of the graph
G occurs when the edge of 4-cycle crosses the edge of 3-cycle. And the last possibility how to create a
crossing is an crossing of two edges of 4-cycle (see Figure 2). If in the drawing of the graph G the edge
incident with a vertex of degree one is crossed, there is exactly one possible drawing of the subgraph
GUT® for T* € Sp. Tt is not difficult to see that for each of the remaining three diagrams of the graph
G there are two possible drawings of the subgraph G UT" for T% € Sp (see Figure 7).

The set M consists of all configurations related to the concrete drawing of the graph G which is sub-
drawing G UT" induced in any good drawing of the graph G + P,. And in the set Mp there are all
configurations from M that exist in the drawing D. Let X, Y be the configurations from Mp. We
shortly denote by crp(X,Y) the number of crossings in D between T% and T7 for different T°,T7 € Rp
such that GUT®, GUT’ have configurations X, Y, respectively. Finally, let cr(X,Y) = min{crp(X,Y)}
over all good drawings of the graph G + P,. The previous can apply to 7%, 79 € Sp. Our aim is to
established cr(X,Y") for all pairs X,Y € M.

We are ready to find the necessary numbers of crossings between T% and T7 for the configurations
GUT®" and GUTY from M. Consider the set of configurations M = {A}, A3}. Assume the subgraph
G UT" with the configuration Aj. The configurations A}, A3 are represented by the cyclic permutations
(125463), (132546), respectively. Since the minimum number of interchanges of adjacent elements of
(125463) required to produce cyclic permutation (132546) = (164523) is five, any subgraph 77 with the
configuration A} crosses the edges of T% at least five times, i.e., cr(Aj, A5) > Q(rot(t;),rot(t;)) = 5.
Clearly, also cr(Af, Af) > 6 for i = 1,2. The lower bounds of number of crossings of two configurations
from set { A5, A%} are in the Table 2.

| -lAa 4
Ai |l 6] 5
As 5/ 6

Table 2: Lower bounds of numbers of crossings for two configurations from {A5, A5}
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Figure 4: Fifteen drawings of the graph G U T" for T? € Sp, if G has a drawing as in Figure 1(a)
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Table 3: Lower bounds of numbers of crossings between two different 7% and 77 with configurations Ay,

and A; of GUT® and G U TV, respectively

Bio

Bog

Figure 5: Eleven drawings of the graph G U T for T® € Sp, if G has a drawing as in Figure 1(b)
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Table 4: Lower bounds of numbers of crossings between two different 7% and 77 with configurations B
and B; of GUT® and G UTY, respectively

Table 5: Lower bounds of numbers of crossings between two different 7% and 77 with configurations By,
and B; of GUT? and G UT7, respectively

Figure 6: Two drawings of the graph G UT" for T® € Sp, if G has a drawing as in Figure 1(c)

ol

C1 6 5
Ca 5 6

Table 6: Lower bounds of numbers of crossings between two different 7% and 77 with configurations Cy,
and C; of GUT® and G U TV, respectively
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Figure 7: Nine drawings of the graph F', if cr(G) = 1

Now, consider the set of configurations N’ = {A;, 7 = 1,...,15} and subset of this set which contains
configurations occuring in the considered drawing D of G + P,,. The verification of the lower bounds for
the number of crossings of two configurations from A proceeds in the same way as before (the drawings of
subgraph GUT" are in Figure 4). The resulting lower bounds for the number of crossings of configurations
from N are summarized in the Table 3. Take into consideration the set of configurations {B;, i = 1,...,8}
and subset of this set which contains configurations occured in the studied drawing D of G + P,. In
the Table 4 are summarized lower bounds of numbers of crossings for any two configurations of the
subgraphs G U T? and G U T? with drawings in Figure 5. Assume the subset of the set {Bo, Big, B11}
contains configurations occuring in examined drawing D of G+ P,. In the Table 5, there are lower bounds
of numbers of crossings for any two configurations of the subgraphs G UT%, G U TV with drawings in
Figure 5. As the edges of the path P, are not crossed in D, {By,...,Bs} is disjoint with {Bg, B1g, B11}-
Consider set of configurations {Cy,C2} and subset of this set contains configurations occured in concrete
drawing D of G + P,. The lower bounds of numbers of crossings for any two configurations of the
subgraphs G U T, G U T with drawings in Figure 6 are given in the Table 6.

Lemma 1. Let D be a good drawing of G + P,, n > 2 with a vertex notation of the graph G as in
Figure 1(a). If T™ € Rp such that F™ has configuration A* € Mp for i = 1,2, then crp(T",T*) > 3 for
any Tk € Sp.

Proof. Let in D the graph F™ have configuration A%. Since T* € Sp, the vertex ¢ cannot be placed in
the region bounded either by 4-cycle or 3-cycle of the graph G. If the vertex ¢ is placed in the region with
vertices vy, vs, vg,t, on its boundary (Figure 3(a)), it is easy to see, that crp (7™, T*) > 3. Moreover, if
the vertex tj is placed in another region, there are exactly two vertices of the graph G on its boundary,
then crp (7", T*) > 3. The same idea can be used for configuration Aj. O

Theorem 1. cr(G+ P,) =6 2] |22 +2|2]| +1 forn>2.

Proof. There is a drawing of G + P, (see Figure 8) with 6L%J L%J + ZL%J + 1 crossings. Thus, we
have cr(G+ P,) <6 L%J L%J +2 L%J + 1. We prove the reverse inequality by induction on n. Using
algorithm on the website http://crossings.uos.de/, we can prove that the result is true for n = 2 and
n = 3. Suppose now that, for n > 4, there is a drawing D with

CTD(G+Pn)<6gJ {nglj +2§J +1, (4)
and let
crp(G+ Pp) > 6L%J [mT_lJ +2 {%J +1 for any positive integer m < n. (5)

As the graph G + D,, is a subgraph of the graph G + P, and crp(G + D,,) =6 L%J VT_IJ +2 LgJ (see
[13]), it implies crp(G + P,) = 6 [ 2] 252 +2|%]. Thus, no edge of the path P, is crossed in D and
all vertices t1,...,t, are placed in the same region of the subdrawing D(G).
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Figure 8: The graph of G + P,, with 6 L%J L%J +2 L%J + 1 crossings

First, we prove that the considered drawing D must be antipodal-free, that is crp (7% 77) # 0 for all
i,j,4# j. As a contradiction suppose that, without loss of generality, crp(T"~1,7") = 0. If cr(G) = 0,
using Table 2, both subgraphs 7™ and 77! are not from the set Rp. Assume there is exactly one of T"
or 7" in the set Rp. Without loss of generality, T™ € Rp. As every region in the drawing of G U T™
contains at most four vertices of G on its boundary and crp(T"~1,T") = 0, we have crp (T 1, G) > 2.
If both T™ and T"~! are from the set Sp, then crp(G,T"~*UT") > 2. If cr(G) > 1, one can easy to see
that 7™ and 7™~ ! are from the set Sp, thus crp(G, 7"~ UT") > 2. The fact that cr(Kp3) = 6 implies
that any 7%, k =1,2,...,n— 2, crosses T~ UT™ at least six times. So, for the number of crossings, in
D, we have

cap(G+ P,) =cp(G+ P,_2) + (:rD(T’“1 uT™) + ch(KG,n,Q,T"*1 uT™) +

+erp(G, T U T ze‘{”;zJ {";ﬂ +2[”;2J F146(n—2)+2=

o3 el

It contradicts with (4). So, D must be an antipodal-free.

Moreover, our assumption on D together with cr(Kg,) =6 L%J L”T*lj implies that

crp(G) +erp(G, Ko ) < 2 L%J .

Let us denote r = |Rp| and s = |Sp|. Then,

ch(G)+0r+1s+2(n—r—s)gng. (6)

If crp(G) =0, then 2r + s > 2n — QL%J Moreover, if 7 = 0, then s = n.

Case 1: crp(G) =0.

First, we can choose the vertex notation of the graph G as shown in Figure 1(a). Let us consider that
n = s. We have two possibilities.

(i) For every i,4,i # j : crp(T%,T7) > 3.
Without lost of generality let T™ € Sp and let us fix GUT™. Then we have

ca(G+ P,) > crp(Kepn—1) + crp(Ken—1,GUT") + crp(GUT™) >

o |25 o[ )25 <22

(ii) Using Table 3, there is not T%, 77 € Sp, i # j such, that crp(T% T7) = 1, we assume that there
are T, TV € Sp, i # j: crp(T%,T7) = 2.
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If there exists also such T% € Sp that for every T' € Sp, | # k: crp(T*, T') > 3, we fixed G UT*. And
the same inequalities as in previous case (i) hold.

If there is not such T% € Sp, without lost of generality, let for 77, 7" € Sp is crp(T"~!,T") = 2 and
let us fix GUT™ 1 UT™. In this step we are interested in all possible drawings of the subgraph GUT" for
some T® € Sp. We have crp (T~ UT™, T%) > 6 for every T¢ with i # n,n — 1, by summing the values
in all columns in the considered two rows of Table 3. Thus,

er(G + Po) > crp(Ken—2) + crp(Ke 2, GUT"UT™ ) + crp(GUT UT™ 1) >

o525 o[ 375 o[

Let us consider that n # s, that is, n > s+ 1. Using (6), we have r > 1. Let us assume that 7™ € Rp with
F™ having configuration either A} or A3. We will discuss two possibilities over congruence n modulo 2.

e Let n be even. By fixing the graph GUT™ and using Table 2, Lemma 1, we have

CI‘(G + Pn) > CI‘D(KG,n_l) + CI”D(K&n_l, GuU Tn) + CI‘D(G U Tn) >

ZGVLilJ Ln72

. | 50— 1)+ 4543007 — ) +0 =

:(ﬂnglﬂngﬂ +3n+ (2r+s)—5>

o2 (252 o on—2[2]) 5> of3] 252 o2l

e Let n be odd. By fixing the subgraph T,

ca(G+ P,) >cep(G+ Po_1)+cerp(G+ Py, T™) >

zG[n;Hn;ZJ+2[n;1J+1+5(r—1)+38+1(n—f—8>+0:

siinl | R Bl B CER

265|157 +2 "5+ 2 (2[5 ]) - > 0[5 +2l5)

Consider the drawing of G as in the Figure 1(b) or 1(c). As we mentioned above, the edges of every T"
cross the edges of G. As there does not exist T® € Rp, i.e., 7 = 0, using (6), we have s = n. We use the
results from the Tables 4, 5, 6, and we have crp(T% T7) > 3 for every 4,j. Thus, by fixing the graph
GUT"™ we have

cr(G+ P,) > cerp(Kepn—1) +crp(Kppn-1, GUT™) + cxp(GUT™) >

26" [*57] +am - v+ ol |75 423

Case 2: crp(G) = 1.

Based on equation (5), r > 1. Without lost of generality, we assume that 7™ € Rp. With respect to
drawings of GUT™ (see Figure 7), it is possible to verify, that the edges of T cross the edges of G UT™
at least four times for every ¢ = 1,...,n — 1. So, by fixing the graph F" we have

CI'(G + Pn) Z CI'D(Kgyn,l) + CI'D(KG’nfl, G U Tn) + CI'D(G U Tn) Z

o225 o375 3

Case 3: crp(G) > 2.

We use the same idea as in previous case for all possible drawings of the graph G with a possibility of an
existence of a subgraph T € Rp in the considering drawing D. It completes the proof. O
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Efficiency of Credit Risk Management and
Their Determinants in Central European
Banking Industries

Xiaoshan Feng'

Abstract. Credit risk is one of the major risks in commercial banks. Therefore,
whether commercial banks conduct effective credit risk management and employ
technology changes with the times are essential. The main aim of this study is to eval-
uate the performance of credit risk management and productivity change and identify
the determinants. We employ the Data Envelopment Analysis (DEA) on selected
commercial banks in the Czech Republic, Germany, Republic of Austria, Poland, and
Hungary. Based on valid data from 2012 to 2019, selected banks received lower effi-
ciency scores using variable returns to scale in line with expectations. Additionally,
strong evidence from the Malmquist Index demonstrated that the selected banking
industries have various improvements during the past 8 years due to innovation in
credit risk management. Furthermore, logistic regression results emphasized the sig-
nificant differences among banking industries and suggested the credit risk measure-
ment (SA/IRB), size, capital adequacy, and ownership have significant influences on
the likelihood of banks being efficient on credit risk management.

Keywords: Credit risk management, non-performing loans ratio, macroeconomic
variables, bank performance indicator, central Europe, data envelopment analysis,
Malmquist index, logistic regression.

JEL Classification: G21, C31, C67, C80, C61, C58
AMS Classification: 62M10, 91G40, 91G70, 90C05

1 Introduction

For the past few years, accompanied by the recovery of the whole economy, robust growth in the volume of bank-
ing lending activities achieved. Thus, commercial banks need to be more cautious about the quality of their assets.
While the outbreak of the global pandemic (COVID-19) lightened an incoming challenge for the global economy.
Not only bank industry should prepare for the possible forthcoming deterioration, but policymakers and regulation
institutions also need to implement a more effective framework to reduce the relevant risks.

As one of the most important risks, credit risk can lead to a huge failure in banks. Subsequently, investigating the
efficiency of credit risk management of commercial banks becomes one of the most important steps to measure
the overall soundness of the banking industry. Simultaneously, it is necessary to get to the bottom of the possible
determinants in credit risk management efficiency.

The objective of this paper is to evaluate how the efficiency of credit risk management is influenced by the macro-
economic and bank itself determinants for selected banking industries in Central Europe. In this paper, we selected
10 commercial banks from each of 5 countries in Central Europe, which are, Czech Republic, Germany, Republic
of Austria, Poland, and Hungary, respectively.

This paper is divided into five sections. The first section starts with the introduction and the last one ends with the
conclusion. The second section includes the literature review. Section 3 presents a brief description of methodol-
ogy and data collection. In the fourth section, the empirical results will be discussed.

2 Literature Review

In general, prior research typically investigated the operational efficiency of the banking industry, while the credit
risk management efficiency has received limited attention in this area. Additionally, studies which employed the
logistic regression model are scarce especially from the standpoint of efficiency. In this section, we will summarize
and compare the relevant research.

The most widely used technique to measure efficiency is Data Envelopment Analysis (DEA), Much of the current
literature conducts DEA to evaluate banking efficiency. Repkova [11] suggested that the efficiency scores from
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the BCC model have higher values than from the CCR model due to the elimination of deposit management inef-
ficiency. The study applied the Malmquist index to estimate the efficiency change in the Czech banks over time
from 2001 to 2010. The negative growth in efficiency indicates the industry has lacked innovation or technological
progress during the time.

Several studies incorporate non-performing loans ratio (NPLs) as a proxy of credit risk when measuring the effi-
ciency of credit risk management in the banking sector. Undesirable outputs like NPLs may present in the banking
sector which prefers to be minimized. There is an abundance of research that incorporates undesirable outputs into
the analysis. Paradi and Zhu [9] have surveyed bank branch efficiency and performance research with DEA. The
study mentioned three approaches when non-performing loans are incorporated in previous literature. The first is
to leave the NPLs ratio as an output but use the inverse value. The second method is to treat this undesirable output
as input, which applied in other studies (Puri and Yadav [10]; Toloo and Hanclova [14]). The third one is to treat
it as an undesirable output with an assumption of weak disposability, which requires that undesirable outputs can
be reduced, but at a cost of fewer desirable outputs produced.

Gaganis et al. [5] included loan loss provisions (LLPs) as an input variable to examine the efficiency and produc-
tivity of a Greek bank’s branches from 2000 to 2005. The finding shows that the inclusion of loan loss provisions
as an input variable increases the efficiency score. More recent attention has focused on the determinants of credit
risk management, when the NPLs ratio is widely incorporated as a proxy of credit risk (Messai and Jouini [13]; S
karica [12]; Louzis, et al. [8]).

One of the most important steps before credit risk management is to measure the credit risk. Since the enforcement
of Basel II, banks calculate their minimum capital requirements under Pillar I use risk weights provided by the
standardized approach (SA) or the internal ratings-based approach (IRB).

Cucinelli et al. [4] suggested that banks using IRB were able to curb the increase in credit risk driven by the
macroeconomic slowdown better than banks under the standardized approach, which pro-vide the study of using
IRB shows better performance than using SA. Hakenes and Schnabel [7] published an analysis of bank size and
risk-taking under Basel II, they found out although bank can choose between SA and IRB, while makes larger
banks a competitive advantage and pushes smaller banks to take higher risks. This may even lead to higher aggre-
gate risk-taking. Thus far, few studies have incorporated credit risk measurement as one of the impact factors for
credit risk management efficiency.

There exhibits abundant literature focus on the bank’s operational efficiency and lack of timeliness. It is rare to
investigate efficiency from the view of credit risk management of banks. On top of that, when many studies ex-
amine the determinants of credit risk management, dynamic panel data analysis is widely used in previous litera-
ture. Scarce research specified the determinants of credit risk efficiency from external and internal impacts. Hence,
the knowledge gap can be addressed.

This study will first measure the efficiency scores from DEA, subsequently, examine the determinants of banking
credit risk management efficiency using a logistic regression model. To diversify the choices of determinants, in
addition to macroeconomic perspective, we will incorporate the bank relevant factors which are, respectively,
profitability factor, size, ownership (domestic or foreign-owned), capital adequacy, and the credit risk measure-
ment (IRB or SA).

3 Methodology and Data collection

Following the previous literature, we apply Data Envelopment Analysis and the Malmquist index to measure the
efficiency of credit risk management and productivity change of selected 10 banks from each of the five countries,
respectively, Austria, the Czech Republic, Germany, Hungary, and Poland during the period from 2012-2019.
Moreover, we employ the logistic regression model to investigate the possible internal and external determinants
of credit risk management efficiency.

3.1 Two Classic Models of Data Envelopment Analysis

DEA is a linear programming-based method, which introduced by Charnes, Cooper and Rhodes in 1978. DEA is
used to evaluate the relative efficiency of a set of decision-making units (DMUs) with multiple inputs and multiple
outputs. Then, Banker, Chames and Cooper has proposed a model in 1984, named the BCC, which is an extended
version of the CCR model. The main difference between these two models is different returns to scale. The CCR
model assumes all DMUs are operating at an optimal scale, that is, constant returns to scale (CRS); While the BCC
model assumes variable returns to scale (VRS).

In DEA models, we measure the efficiency of each DMU. One of the most frequently used methods to measure
efficiency is by the ratio. Suppose we have n DMUs in the population, each DMU produces s outputs while
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consuming m inputs. Consider DMU;, j represents n DMUs, x,.; and y,; are the matrixes of inputs and outputs re-
spectively. The efficiency rate of such a unit can be expressed as:

Zf":l uryrj (1)
itq ViXij
The efficiency rate is the ratio of the weighted sum of outputs to weighted sum of inputs. The DEA model assumed
inputs and outputs should be non-negative. Let DMU; to be evaluated on any trial be designated as DMU,,, where
o =(1,2,..,n).
A ratio of two linear functions can construct the linear-fractional programming model as follows:

_ Zf’:luryro (2)
max 0 = o5;———
vu i=1 Vi%Xio
S Up Yy 3
subject to M <1,(=12..,n) @)
i=1 ViXij
Uy, Uy, ey Uy = 0,(r=1,2,...,5) 4)
V1,V ., 2 0,(i=1,2,...,m) (5)

Where 8 is the technical efficiency of DMU, to be estimated, v; (i = 1,2, ...,m) is the optimized weight of input
and the output u, (r = 1,2, ..., 5). y,; is observed amount of output of the r-th type for the j-th DMU, x;; is ob-
served amount of input of the i-th type for the j-th DMU.

Moreover, we will apply the Malmquist index to deal with our panel data, to evaluate the productivity change of
a DMU between two time periods and is an example in comparative statistical analysis. Farrell developed the
Malmquist index as a measurement of productive efficiency in 1957, then Fare decomposed MI into two terms in
1994, it can be defined as “Catch-up” and “Frontier-shift” terms. The catch-up term indicates the degree of a DMU
improves or worsens its efficiency. The frontier-shift term is used to figure out the change in the efficient frontiers

between two time periods. The Malmquist index is computed as the geometric mean of Catch-up and Frontier-
shift.

MI = (Catch — up) X (Frontier — shift) 6)
When MI larger than 1, it means progress in the total factor productivity of the DM U, from period 1 to period 2,
while MI equals 1 means no change, and MI less than one indicates deterioration in the total factor productivity.

a)  Data Selection for Measuring the Efficiency by DEA and MI

To make sure the results of applying DEA are accurate, the number of inputs and outputs, and DMUSs must support
the rule of thumb, which proposed firstly by Golany and Roll [6], then developed by Bowlin [3], that is, it should
have three times the number of DMUS as there are input and output variables, if this condition will not be met, the
results are not reliable (Toloo and Tichy [15]).

In this study, we will collect data of 10 representative commercial banks from each of the five industries, which
includes the large size bank, medium and small size. All data are from the annual report of each bank on a consol-
idated basis.

This study aims to investigate the efficiency of credit risk management in the banking industries. Therefore, we
will apply the intermediation approach to measure the efficiency of credit risk management based on the DEA
model. To assess credit risk modeling in the banking industry, Berg et al. [2] suggested using non-performing
loans as a proxy of credit risk in a nonparametric study of the bank production, Altunbas et al. [1] incorporated
loan loss provisions to analyze the efficiency of Japanese banks.

Therefore, based on previous literature, we proxy credit risk by the ratio of non-performing loans to total gross
loans, so-called NPLs ratio. Then incorporate loan loss provision ratio to represents the ratio of provision and non-
performing loans, which is primarily to reflect commercial banks’ abilities to compensate for loan losses and to
protect against credit risk. Generally, this paper developed two inputs and one output, with 10 DMUs which satisfy
the rule of thumb. Input x; is loan loss provision, Output y loans and receivables as output, non-performing loan
as undesirable output, based on the treatment of undesirable output from previous literature, NPLs ratio is trans-
formed as Input x,.

b)  Logistic Regression Model

Furthermore, after we obtain efficiency score based on the CCR model and the BCC model, we can estimate the
determinants of banking credit risk management efficiency using regression model, since the efficiency can be
measured as binary outcomes, we can model the conditional probabilities of the response outcome, rather than
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give a binary result. Therefore, we apply logistic regression model in this paper. The logistic model could be
interpreted based on an underlying linear model, shows below:

Yie=Po+X{f+e€,,i=1.,Nt=1,.,T. @)
Where the subscripts i and t denote the cross-sectional (N) and time dimension (T) of the panel data, respectively.
There is k (k = 1, ..., K) regressor in X; ¢, not including a constant term. X; , is explanatory variable value for i-th
section at t-th dimension; f3, is the intercept; [ is the slope coefficient of a (k X 1) vector. The variable €; , can
be called as the error term in the relationship, represents factors other than explanatory variables that affect de-
pendent variables. Since we have a binary output variable Y; ;, and we want to model the conditional probability
p(Yie = 1|1X{; = x;) as a function of x; ;:

m(x) = p(Yie = 1IXie = xit) (®)
The logistic regression model can be constructed as follows:
T(x;t) _ (€))
log—————=B,+X;B,i=1,.,N,t=1,..,T.
Og 1 _ T[(xl"t) .80 l,tB L

¢) Data Selection for Logistic Regression Model

To investigate the determinants of the efficiency of banks' credit risk management, the dependent variable in the
regression model is the efficiency score obtained from the previously mentioned DEA model. The independent
variables are, respectively, size of the bank, which measured as the natural logarithm of the value of total assets in
Czech koruna; Capital Adequacy Ratio (CAR), measured by dividing a bank’s total capital by its risk-weighted
assets; Return on average assets (ROAA), it is calculated as the ratio of net income to average total assets; GDP
growth rate, which is the year-on-year annual GDP growth rate. Risk-weighted assets calculated by the Standard-
ized Approach (SA), which is calculated as the ratio of RWAs under SA to total RWAs. Ownership of bank is the
binary variable, in which 1 represents foreign-owned, 0 represents domestic-owned. The binary outcomes are
measured by 1 and 0, which represent DMU is efficient and inefficient, respectively.

4 Empirical results

4.1 Efficiency of selected banking industries

In this session, we will compare the five banking industries from efficiency results and the Malmquist index. The
efficiency obtained from DEA SolverPro™. Generally, selected countries exhibited different levels of asymmetry
within each banking industry, in which the Czech Banking industry has the largest one, TE ranges from 0.11-1.
Fig. 1 shows TE calculated under the CCR model. The efficiency score ranges from 0.17-0.62. German banking
industry fluctuated sharply among 5 selected industries, the efficiency score dramatically fell in 2015 due to the
record-setting loss of the largest bank — Deutsche Bank, after experienced the Brexit and following events, the
German banking system has a relatively low performance of credit risk management and started making a recovery
based on the potential of retail banking service and the investing of IT upgrades. Hungary has relatively low effi-
ciency scores, due to the importance of the banking industry in Hungary is surprisingly low, and relatively low
amount of loans and advances to the household. Similar to Repkova [1], we obtained higher scores from BCC due
to the variable returns to scale. Fig. 2 provides strong evidence that the average PTE large range from 0.32-0.92.
During the year 2015, Hungary, Poland, and Germany experienced a sharp decline in credit risk management.

1 1

=] o o o
@ ~ @ @

Techinical Efficiency

o
o

Pure-techinical Efficiency

o
=

=3
o
w

2012 2013 2014 2015 2018 2017 2018 2019 2012 2013 2014 2015 2016 2017 2018 2019
Year Year

CZ -o-DE —e—AT == PL =s-HU €Z =9 =DE ——AT = = PL oo HU

Figure 1 Technical efficiency among selected industries  Figure 2 Pure-technical efficiency among selected industries

In addition, the Austrian banking industry suffered a continuous collapse during 2012-2017, but a jump in credit
risk management efficiency through technology progress in 2018. In contrast, the Czech banking industry has

86



relatively high efficiency of credit risk management till 2017, while a sharp collapse exhibited which might be
caused by the announcement, that is, to exit from the exchange rate commitment. This is the first time in eleven
years of the Czech intervention currency market. After the CNB announced the decision, the Czech koruna fell
3.2% to the euro, it was the biggest decline after 2010, At the same time, the CNB also announced to keep interest
rates unchanged. This decline can correspond to the technology progress decline from 2017.

The Malmquist index measures the productivity change of a DMU. If MI is bigger than 1, it will indicate progress
in the productivity change of a DMU from period 1 to 2. We can see from Fig. 3, only the German and the Austrian
banking industries have sharp fluctuations and MI larger than 2 and 8 during the period 2014 to 2015, and 2015 to
2016 respectively, which indicate these two industries have huge productivity changes during specific periods.
Except for Poland, the rest of the selected banking industries have not improved their development in credit risk
management but have steady improvements for recent years.

While under the assumption of variable returns to scale, only the German banking industry has exceptional fluc-
tuation during the period 2014 to 2015. But during the period 4 and 5, except the Czech Republic and Hungary,
other banking industries did not have progress.
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Figure 3 Malmquist index (CRS) among selected industries  Figure 4 Malmquist index (VRS) among selected industries

4.2 Determinants of Efficient Credit Risk Management

Under logistic regression, we estimated the likelihood of a DMU is efficient given the determinants SIZE, CAR,
ROAA, SA, OWN and GDPG. Strong evidence proves that size, capital adequacy, the use of standardized ap-
proach to calculate RWAs, and profitability were statistically significant for the efficiency of credit risk manage-
ment, this finding valid for the Czech Republic, Germany, Austria, and Poland. Put differently, the probability of
a bank being efficient increases with larger size and less exposure which calculated under standardized approach
to meet the capital requirement, higher capital adequacy ratio, and lower profitability.

The results can be strongly supported by the fact that lower asset quality under a flourishing economy. Moreover,
larger size banks proved to have a relatively higher ability to conduct credit risk management just as the efficient
DMU- CSOB in the Czech Republic and Erste Group Bank in Austria. Based on our efficiency scores, the efficient
DMU is one of the largest banks in the industry. In Austria and Poland, regression results indicate the flourishing
economy will increase the probability of banks acting efficient in credit risk management, while in Hungary, Ger-
many, and the Czech Republic, it has surprisingly different opposite results. Simultaneously, ownership of banks
only has a significant impact on the Polish and Austrian banking industry, which corresponding to both govern-
ments that encourage to reduce the percentage of foreign-owned domestic banks. Additionally, less use of stand-
ardized approach corresponds to Cucinelli [4] that using IRB shows better performance than using SA, and the
statistical significance indicates that credit risk measurement has proved as one of the important factors of efficient
credit risk management in selected banking industries.

5 Conclusion

The objective of this study is to evaluate the efficiency of bank credit risk management among five Central Euro-
pean countries, then get insight into the possible determinants of the likelihood of a bank managing credit risk
efficiently.

The DEA model provides evidence that the large asymmetry of bank credit risk management within each banking
industry especially in the Czech banking sector. The use of the DEA model reflects the characteristics of unit
invariant. This paper selects the relevant indicators that can obtain the efficiency comparison of each DMU within
the industry. Moreover, the weight in the DEA model is generated by means of an optimizing calculation. There-
fore, the efficiency score is reasonable because it is not affected by human subjective factors. The essence behind
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the DEA model form reference bank, thus, to provide a way for other banks in the industry to improve efficiency
for inefficient banks. Although the DEA model has certain limitations, whether it is from the perspective of the
number of DMU or the undesirable output in this paper, the DEA model still provides theoretical and empirical
support for the advanced credit risk management of the selected banking industry.

Meanwhile, the Malmquist index demonstrates selected countries that have achieved productivity change espe-
cially the German banking industry. MI provides an intuitive and reliable trace that the development achieved
through advanced technology has also had a positive impact on the efficiency of bank credit risk management.
Furthermore, taking advantage of the logistic regression model that the dependent variable is binary and the rea-
sonable acceptance of multicollinearity, the result highlights the significant impact of size, approaches of credit
risk measurement, capital adequacy, and profitability. Meanwhile, the significant differences among banking in-
dustries can be emphasized.

Generally, the probability of banks acting efficiently on credit risk management increasing with the larger size, a
lower percentage of using standardized approach, adequate capital, and less profitability. Based on our study, we
aim to provide the banking industry and policymakers a clear picture of the current circumstance of credit risk
management in selected countries, simultaneously, we suggest the banks strengthening internal regulation and
ensure adequate capital reserves through a comprehensive risk management framework, prepare for the incoming
weakening economy and the possible deterioration of asset quality.
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Abstract. Changes in the current economy are caused by changes in the technological
field, especially in information and communication technologies. These changes
cause a strong network of economic subjects. The network becomes the basic structure
of relationships and brings some specifics to which it is necessary to respond if eco-
nomic entities want to stay in the current business. Specific network effects can be
observed for both physical networks and virtual networks of users of the same prod-
ucts. Individually rational technology decisions can lead to collectively inefficient re-
sults when network externalities exist. Game theory provides tools for coordination
analysis. The paper presents models of technology coordination based on a coordina-
tion game. Arthur's basic model is presented and generalized to model with convertors
and models with prices. Technology compatibility affects the selection of standards
and social wellfare.

Keywords: networks, technology, coordination, games

JEL Classification: C44
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1 Introduction

The network becomes the basic structure of relationships and brings some specifics to which it is necessary to
respond if economic entities want to stay in the current business (see [4], [7]). Changes in the current economy are
caused by changes in the technological field, especially in information and communication technologies. The
adoption of new technologies in networks suggests that individually rational decisions regarding technologies can
lead to collectively inefficient results in the presence of network externalities. However, the use of converter tech-
nologies may change these results. Converters allow previously unattainable network externalities to arise and, in
some cases, prevent locking. These issues play an important role, especially in managing the development of
computer networks and Internet standards.

Competing technologies such as Apple and Microsoft compete for market share based on several characteristics,
including network size. Computers have their own value, allowing you to perform a number of activities inde-
pendently. In addition, they have a network value that increases with the number of computers connected to the
network. Network products exhibit network externalities that can be defined as increments of the benefits that a
user derives from using the product as the number of users of the same type of product grows. Although positive
externalities receive the most attention in the network literature, negative network externalities can also arise. The
problem of locking when using a technology arises when this technology is used by more users than another
technology, although this other technology may have a higher own value. Switching to another technology can be
caused by its increasing network value, even though its own value is lower. However, switching to another tech-
nology also requires certain costs, depending on their amount and the increase in value that this change will bring.
Due to the complementarity of the individual components of information and communication systems, their com-
patibility is required. This means that complementary components must work with the same standards. This creates
a problem of coordination as firms agree on standards. Game theory provides tools for coordination analysis (see
[6]). We will use simple tools such as a coordination game, Arthur's model and their modifications and generali-
zations to analyze the problem of technology coordination in networks.

1 Prague University of Economics and Business, Department of Econometrics, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic,
pfiala@vse.cz
2 University of Finance and Administration, Prague, Department of Computer Science and Mathematics, Estonska 500, 101 00 Praha 10, Czech
Republic, renata.majovska@mail.vsfs.cz
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2 Coordination game

We will use a coordination game to analyze the coordination of technology selection. Suppose that two firms 1
and 2 faces the selection of two technologies A and B. The technology firms are shown in the tablel. Both tech-
nologies exhibit network externalities, where it is assumed that the values apply

a>c b>d. 1)

The table 1 defines the so-called coordination game, where the goal is to coordinate both firms so that they use the
same technology, where both firms achieve higher values than when each uses a different technology. It is actually
a non-cooperative game of two players (firms 1 and 2) with two strategies (selection of technology A and B). The
basic concept of solving non-cooperative games is to find the so-called Nash equilibrium, when changing the
strategy of any of the players, provided that the strategies of other players remain unchanged, this player can only
be damaged. In the coordination game there are two Nash equilibrium solutions; equilibrium (A, A) - both firms
choose technology A and equilibrium (B, B) - both firms choose technology B.

Firm 2
Technology A Technology B
Firm 1 Technology A a;a d;c
Technology B c;d b; b

Table 1 Values of technologies for firms

The existence of a number of equilibrium solutions raises the question of how firms will coordinate their activities.
If technology A is new technology and technology B is old, the following two types of market failure can be
observed. If it holds that the value a > b and is chosen equilibrium solution (B, B), ie. firms will stay with the worse
rated old technology B, then there is talk of excess inertia. If it holds that the value b > a and is chosen equilibrium
solution (A, A), ie. firms move to the worse-rated new technology A, then there is talk of excess momentum.

Both symmetric equilibrium solutions can be suitable candidates for selection. Another refinement of the notion
of Nash equilibrium solution is the Pareto-dominant and risk-dominant equilibrium solution. An equilibrium so-
lution is Pareto dominant when there are no other strategies for which the value of the solution is better for at least
one player and not worse for the other players. An equilibrium solution is risk-dominant if the best response of
both players remains unchanged until the opponent selects an equilibrium strategy with a probability of at least
0.5 (see [5]).

If applicable
a>b>c>d>0and (b —d)>(a--c), 2

then the equilibrium solution (A, A) is Pareto-dominant and the equilibrium solution (B, B) is risk-dominant.

3 Arthur's basic model

Consider the Arthur's basic model [1] with two firms 1 and 2 and two technologies A and B. Each firm makes the
decision to purchase the technology according to the initial preferred own value of the technology and the network
externalities associated with each technology. These values are summarized in Table 2, where a; is the original
preferred value of technology A for firm 1, na is the size of the network using technology A, s is the parameter of
the network value. Analogous designations apply to firm 2 and technology B.

Technology A Technology B
Firm 1 ar+sna bi1+sng
Firm 2 a2+ Sna b, +sng

Table 2 Values for technology selection

Increasing returns from scale are considered, so the parameter s is always positive. Firm 1 initially prefers tech-
nology A and firm 2 initially prefers technology B, so this is true
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ai > by and a; < b,. (3)

According to Arthur's model, one firm buys one technology in each time period. The firm comes to market in the
period ti. The type of incoming firm is a random component in the model, both firms have the same probability of
arrival. The selection of technology by firm i is determined by a combination of three factors:

e type of firm (random component);

o the initial preferred value of the technology;

o the number of previous selections of each technology.

The model assumes a two-component value of the technology. The first component is the own value of the tech-
nology, the second component is the network value. Arthur’s shows that under these conditions, users will be
locked in one of the technologies. This result can be easily derived from the matrix in Table 2. Firm 1 will initially
prefer technology A, given the initial preferred own value and no network value. Firm 1 will switch to technology
B as soon as it takes effect

bi+Sng>ai+sna (4)
The inequality can be rewritten in the form of a so-called switching inequality

Ng —Na > (alT_bl). (5)

This inequality, together with a similar inequality for firm 2, determines the absorption barriers. Once the differ-
ence in network size with technology B exceeds the size of network with technology A by a certain value, deter-
mined by the initial preferred values and the parameter of the network value s, users will be locked by technology
B, which becomes the standard. Firm 1 will give up technology A if the size of the network with technology B is
such that the benefit from technology B exceeds the original preferred value for firm 1. At this point, both firms 1
and 2 will only buy technology B and the size of the network with technology A will not magnify. This analysis is
expressed graphically in Figure 1.

Difference Absorption barrier

0 /™ AN
N

Technology A

Time

Technology B

Absorption barrier
Figure 1 Absorption barriers

4 Generalization of Arthur's model

Arthur's basic model allows for certain generalizations (see [2]). We present a model with the possibilities of using
converters so that the technologies become compatible. Next, we present models where prices for the purchase of
technologies are introduced and an impact on social wellfare is analyzed.

4.1 Model with converters

The introduction of converters, which allow compatibility between technologies, leads to interesting changes in
Arthur's model. Let us introduce the compatibility parameters kag and ksa, from the interval between zero and one,
which measure the compatibility of technology A with technology B, respectively the compatibility of technology
B with technology A. The values are summarized in Table 3, from which we derive some relations for absorption
barriers.

Technology A Technology B
Firm 1 ai+Ssna+KkasSns b1+ sng+ kea Sna
Firm 2 a2+ SNa+ Kag Sne b2+ s ng+ Ksa S Na

Table 3 Values for technology selection with converters
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Assume a reciprocal converter that allows compatibility in both directions and kag = ksa. Then the switching ine-
quality has a shape

_ (a1-b1)
Mo~ A= s(1-kap)’ ©)
Compared to the basic Arthur's model, the absorption barriers are multiplied by a coefficient

1
(1-kaB)

U]

Depending on the value of the compatibility parameter kag, the following situations may occur:

e For completely incompatible technologies, compatibility parameter kag = 0, we get the basic Arthur's
model.

e For a partially compatible reciprocal converter, compatibility parameter 0 < kag < 1, the absorption barriers
are wider than in the situation without converters. As the value of the kag compatibility parameter increases,
the absorption barriers expand.

e For a fully compatible reciprocal converter, compatibility parameter kag = 1, absorption barriers will be
removed and users will not be locked by any technology. The situation can be captured graphically in Figure
2.

Difference

Technology A

0 /\ [\
\j Time
Technology B
v

Figure 2 Fully compatible reciprocal converter

We can perform a similar analysis for a bidirectional converter where the compatibility parameters are not the
same (kas # Kga).

Let's further examine the situation when introducing a one-way converter. Assume that technology A has access
to technology B (0 < kas < 1) using a one-way converter and technology B does not have access to technology A
(kBA = 0)

Depending on the value of the kag compatibility parameter, the following situations may occur:
e For a partially compatible one-way converter, compatibility parameter 0 < kag < 1:
Firm 1 will switch from the originally preferred technology A to technology B as soon as it takes effect

(1~ keg) ng — na > 2221, (8)
Firm 2 will switch from the originally preferred technology B to technology A as soon as it takes effect
na — (1 — kag) ng > 22-%2) )

N

The absorption barrier for technology A is approaching and the absorption barrier for technology B is
moving away.

o For a fully compatible one-way converter, compatibility parameter kas = 1:
Firm 1 would switch from the originally preferred technology A to technology B as soon as it takes effect

—na> 2 (10)

however, this inequality never occurs because the left side is always negative and the right side is posi-
tive.

Firm 2 will switch from the originally preferred technology B to technology A as soon as it takes effect
na > 27%2) (11)

N

As the number of users grows, Firm 2 will switch to Technology A, which is becoming the standard. The
absorption barrier for technology A gets even closer and the absorption barrier for technology B ceases to
exist.
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4.2  Model with prices

So far, we have examined the situation without considering the prices for the acquired technology. Let us give a
simple generalization of the Arthur's model, which explains how the standardization process works if we include
in the model technology suppliers who strategically set prices. The modification has the same assumptions as the
basic Arthur's model, in addition to introducing some other conditions. It assumes the existence of two suppliers
A, B, each of which sponsors its own technology. These firms have market power to set prices, different from the
marginal costs of manufacturing technology. Each technology is associated with fixed costs, which are always
incurred and marginal costs are incurred only if the supplier sells the unit in a given period. Each supplier starts
production with an initial subsidy to establish a fund. The supplier strategically sets the prices for the technology
units sold, which flow to the suppliers in the fund when the unit is sold. Pricing strategically influences consumer
behavior, subsidizing low prices attracts more people. However, once the fund is exhausted, the supplier goes
bankrupt and production ends.

Let denote as pa the price per unit of technology A, as ps the price per unit of technology B. The values, including
the own value of the technology and the network value, less the price paid for the technology, are summarized in
Table 4. If the prices pa= pe = 0, we get the basic Arthur's model.

Technology A Technology B
Firm 1 ai+Sna—pa bi1+sng —ps
Firm 2 a+SNa— pa b, +sng—ps

Table 4 Values for technology selection with prices

Firm 1, for which we assume the original preference for technology A, will switch to technology B as soon as it
takes effect

Ng - N > [(a1—b1)—S(PA—PB)]I (12)

A similar switching inequality applies to firm 2. The consumer's decision to switch to another technology is given
by comparing the difference between the initial preferred values of the technologies, the difference in prices and
the size of the networks. If the supplier can sell at a sufficiently lower price than the competition, the effects of the
difference between the initial preferred technology values and the network effects may be outweighed in the con-
sumer's decision. An important feature of pricing decisions is the lack of an accurate forecast of a competitor's
prices in each period.

4.3 Model with an impact on social wellfare

The selection of standards and issues of technology compatibility have an impact on social wellfare. It is possible
to formulate a coordination game where firms are in a conflict situation when distributing revenues from stand-
ardization. A situation where there are more type 1 firms and more type 2 firms in the economy can be modeled
as a game with a single firm 1 and a single firm 2, which compete in several rounds. In each round, it is a matter
of determining the equilibrium for two firms and their contribution to social wellfare, given by the sum of the
achieved values for both firms. Both firms 1 and 2 have a selection of two strategies, selection of technology A or
technology B. Consider in the payoff matrix the actual values of technologies and network values, including the
possibility of using the converter for compatibility with other technologies, ie the same values as the model with
converters. The values for the coordination game are given in Table 5.

Firm 2
Technology A Technology B
a1+ S na+ Kas S Ng; a1+ S na+ Kag S nNg;
TeChnOIOgyA 1 A AB B 1 A AB B
a>+ S na+ Kag Sng b2+ s ng+ Kea S Na
Firm 1
b1+ S ng+ Kea S Na; b1+ sng+ kga Sna;
TeChnOIOgyB 1 B BA A 1 B BA A
a>+ S na+ Kag Sng bz + s ng+ Kea S Na

Table 5 Impact on social wellfare
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The influence of converter efficiency on social wellfare can be demonstrated on specific values. For lower values
of the compatibility parameter, the game has coordinating Nash equilibrium solutions, equilibrium (A, A) and/or
equilibrium (B, B). As the compatibility parameter increases, the values for mixed networks containing both A and
B technologies increase. As the compatibility parameter is further increased, the values for mixed networks in-
crease and the social value also increases.

5 Conclusions

Coordination game, Arthur's model, their modifications and generalizations are used to analyze the problems of
technology coordination in networks. Important conclusions can be drawn from the analyzed simple models. These
conclusions concern changes in the selection and adoption of technology in the use of converters and strategic
pricing. The influence of technology compatibility on the selection of standards and on social wellfare is also
analyzed.

The introduction of converters will change the locking of technologies and the adoption of standards. The specific
changes depend on the type of converter, whether it is unidirectional or bidirectional and whether it is partially or
fully compatible. In the case of a bidirectional converter, the introduction of a bidirectional partially compatible
converter will delay the adoption of the technology standard, while the introduction of a bidirectionally fully com-
patible converter will completely prevent the adoption of the technology standard. In the case of a one-way con-
verter, the introduction of a one-way partially compatible converter means a tendency towards locking by the
preferred technology, and the introduction of a one-way fully compatible converter will cause the preferred tech-
nology to be adopted as standard.

The introduction of strategic technology pricing will significantly affect the selection and adoption of technology
as a standard. If the financial resources of technology suppliers are highly asymmetric, then strong companies, by
setting low prices, outweigh the disadvantages of the own value of the technology and can gain an increasing
number of users and thus achieve the adoption of their own technology as a standard. For weak companies, this
strategy is very risky and can lead to financial problems even if the technology's own value benefits.

Technology compatibility affects the selection of standards and social wellfare. As the compatibility parameter
increases, the values for mixed networks increase, and the social value increases and the deviation from coordi-
nating solutions increases.

Applied coordination principles for the use of technologies in networks can be modifled and adapted to other
problems on networks, such as the coordination of resources in supply chains or project portfolios (see [3]).
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The Impact of Covid-19 on Mutual Relations of Czech

Macro-aggregates: Effect of Structural Changes
Jakub Fischer!, Kristyna Vltavska?

Abstract. One of the assumptions of economic analyses and prognoses consists of the
stability of mutual relations of macro-aggregates. For example, there is a close
connection between gross domestic product and gross national income. As another
example, the share of the value-added on the (gross) production does not change
quarter-to-quarter in standard time. Nevertheless, covid-19 pandemia and
governmental measures led to the change in these relations. While ICT is going
stronger, manufacturing remains stable, and services like accommodation and food
service activities were almost entirely closed. Furthermore, the sectorial change (from
non-financial institutions to government institutions, from market to non-market
production) influences GDP and current taxes. The paper aims to analyse the impact
of structural changes in 2020 on the mutual relations of the Czech macro-aggregates
and ratio indicators. As the primary method, we use index decomposition, particularly
the decomposition of total indicators into the levels effect and substitution effect. In
2020, based on the preliminary data, the substitution effect positively influences year-
on-year changes in labour productivity and hourly wages and salaries (both by 0.5
p.p.)- It has no impact on monthly wages and salaries’ development.

Keywords: macro-aggregates, gross domestic product, labour productivity, covid-19,
index decomposition
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AMS Classification: 62P20

1 Introduction

The stability of mutual relations between key macro-aggregates is one of the assumptions of economic analyses
and prognoses. As examples, we can mention a close connection between gross domestic product and gross
national income. Similarly, the share of the value-added on the (gross) production does not change quarter-to-
quarter in standard time. Nevertheless, covid-19 pandemia and governmental measures have brought substantial
structural changes, and these relations have been broken. ICT activities and health services are going stronger,
manufacturing remains stable, and services like accommodation and food service activities were almost entirely
closed due to the lockdown. Furthermore, the sectorial change (from non-financial institutions to government
institutions, from market to non-market production) influences GDP and current taxes.

Several recent papers focus on the post-covid-19 economic development and the perspective of individual
industries. Kotz et al. [4] aim at the productivity and growth: they mention the potential of pandemic-related
productivity acceleration potential in several industries like healthcare, construction, ICT and retail of 1.2-3.0%
in years 2019-2024, driven by telemedicine, operational efficiency, industrialisation, digital construction,
warehouse automation and e-commerce. A similar forecast is presented by Mischke et al. [6], who predict a
potential to accelerate annual productivity growth by about one p.p. to 2024. They mention that this acceleration
is twice comparing to the pre-pandemic rate of productivity growth. Bloom et al. [1] bring a detailed bottom-up
analysis and prognosis of the impact of covid-19 on productivity in the United Kingdom. The authors consider
micro-drivers of macro productivity, use business survey results, and review many papers within the area of
COVID-19 impact on productivity changes. They conclude the total factor productivity will be reduced by up to
5% in 2020 Q4 and by around 1% in 2022 and beyond.

Our paper aims to analyse the impact of structural changes in 2020 on some ratio indicators like labour productivity
and average wages (wage per FTE, wage per hour). While the cited authors analyse and forecast the development
of individual industries or the economy as a whole, we try to calculate the impact of changes in the economy's

1 Prague University of Economics and Business, Department of Economic Statistics, nam. W. Churchilla 4, 130 67 Prague, fischerj@vse.cz
2 Prague University of Economics and Business, Department of Economic Statistics, nam. W. Churchilla 4, 130 67 Prague,
kristyna.vltavska@vse.cz
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structure. As the primary method, we use index decomposition, particularly the decomposition of total indicators
into the levels effect and substitution effect.

The paper is divided as follows. Chapter 2 explains preliminary data available four months after the end of the
reference year 2020 and presents the methodology based on the index decomposition. Chapter 3 brings the results
and their brief discussion.

2 Data and Methodology
2.1 Data

In spring 2021, about five months after the reference period, limited data sources from the national accounts are
available for the last reference year. We do not have data based on annual surveys but just the preliminary data
from quarterly national accounts. Using quarterly data implies limited interpretation strength of the results.

For our analysis, we use the data from the quarterly time series: supply side of GDP (structure of GDP sources by
NACE activities), nominal wages and salaries and data on employment (FTE and hours worked).

As an example of original data, we present gross value added (GVVA) in table 1. This indicator is close to the gross
domestic product (GDP), but we consider it better for an industrial analysis as indirect taxes like VAT do not
influence it. The structure of GVA and its change between 2019 and 2020 is described in table 2. Employment can
be measured as a number of persons or as a number of hours worked. The number of persons is more accurate
while the number of hours worked is more reliable.

Furthermore, we can use total employment (employees + self-employed) or just the employees. For the analysis
of labour productivity, we use total employment (self-employed persons also contribute to the economic output
like GVA). However, we consider just employees to analyse wages and salaries because self-employed persons
receive mixed-income and not wages.

A B+C+D+E F G+H+I J K
GVA 2019 (current prices) 111,331 1,516,825 291,555 966,055 305,100 217,294
GVA 2020 (current prices) 109,212 1,473,134 306,728 894,923 320,935 210,271
GVA 2020 (previous years prices) 116,655 1,409,086 281,356 854,460 309,820 211,310
L M+N O+P+Q R+S+T+U  Total
GVA 2019 (current prices) 483,701 387,387 799,881 110,537 5,189,666
GVA 2020 (current prices) 495,071 361,556 864,901 102,394 5,139,125

GVA 2020 (previous years prices) 468,581 351,600 810,673 97,188 4,910,729

Table 1 Gross value added, mil. CZK, source: Czech Statistical Office®.

Note: A - Agriculture, forestry and fishing, B+C+D+E - Manufacturing, mining and quarrying and other
industry, F — Construction, G+H+I - Trade, transportation, accommodation and food service, J - Information and
communication, K - Financial and insurance activities, L - Real estate activities, M+N - Professional, scientific,

technical and administrative activities, O+P+Q - Public administration, education, health and social work,
R+S+T+U - Other service activities

yearfindustry A B+C+D+E F  G+H+I J
2019 2.1 29.2 5.6 18.6 5.9
2020 2.1 28.7 6.0 17.4 6.2

year/industry K L M+N O+P+Q R+S5+T+U
2019 4.2 9.3 7.5 154 2.1
2020 4.1 9.6 7.0 16.8 2.0

Table 2 Gross value added by NACE activities (%), source: Czech Statistical Office, own computation.

3 https://www.czso.cz/csu/czso/hdp_ts
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2.2 Methodology

Firstly, we use the simple analysis of the contribution to growth (CTG): we can compute the direct impact of
individual NACE activity i to the change in the gross value added according to the following equation:

cr6, = (A= VA 1) g9
T\ ZGVA,

(1)

Secondly, we can compute fundamental ratio indicators:

. labour productivity as the GVA in 2019 prices to the total number of hours worked,
. average hourly wages as a ratio of nominal wages and salaries to the hours worked of employees,
. average monthly wages as a ratio of nominal wages and salaries to the number of employees.

Finally, we will decompose the total change in ratio indicators (labour productivity, average hourly wages and
average monthly wages) to the effect of changes in individual industries (levels effect) and changes in industrial
structure (substitution effect). The methodology of the decomposition is described in detail by Fischer et al. [2].
The authors also bring some terminology remarks using by Lippe [5], Shorrocks [7] and others. Moreover, the
decomposition of labour productivity in a particular industry is fully described in [3].

For labour productivity, the essential formulas are as follows.

Levels effect:

2i=11P2020iHW2019,i
D Yiz1 HWso19, _ 2i=1P2020:HW2019,;

= = )
LE Yic1P2010iHWao19, 2iz1P2010iH W10,
Z?:l HW2019,i
Substitution effect:
2i=1 1P2020,iHW2020,i
1) Yits HWao20, 3)
SE 21 P2020,iHWa010,i
X1 HWao1,
where
Ipt,i... the specific labour productivity for activity i in time t,
HWs;... the total number of hours worked in activity i and time t.
The total change in labour productivity can be decomposed as follows:
fy = 12,10 @

The decomposition formulas for average wages and salaries are based on the same principle.

3 Results and Discussion

Table 3 shows the contribution of industries to the decline in GVA. One can see that two industries (mining &
manufacturing, trade & transportation & accommodation & food services) contribute by two thirds to the GVA
decline. On the other hand, there is a positive impact of public services (0.19 p.p.), agriculture (0.09 p.p.) and ICT
(0.08 p.p.). These results are critical for estimates of tax revenues. While manufacturing and trade belong to
commercial industries, public services do not. Hence, we can expect that the relation between GDP and tax
revenues will get worse.

Table 4 describes year-on-year changes in productivity (GVA per hours worked). The total change is +0.5 with
differentiation between industries (from —2.10% in construction through +3.72% in finance and insurance to
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+6.39% in agriculture). Average hourly wages (Table 5) increased by 5.70% (much higher than the labour
productivity!). The hourly wages increased in all industries, from 2.51% in agriculture to 13.11% in real estate
activities. Average monthly wages (Table 6) increased by 1.58%, from -3.87% in trade, transportation,
accommodation and food services to +12.90% in real estate. The results comply with the economic situation.

Table 7 brings the results of the decomposition. We can explain the total increase in labour productivity (+0.5%)
by the structural changes (+0.6%). The effect of changes in specific rates of productivity was marginal. The
opposite effects occurred in average monthly wages: levels effect contributes by 1.3% to the total increase of 1.6%.
Finally, the total change in hourly wages and salaries (+5.7%) is explained by the change in levels by +5.2%.
Structural change contributes by 0.5%.

A B+C+D+E F G+H+I J K L
contribution 0.09 -1.87 -0.18 -1.94 0.08 -0.10 -0.26
M+N O+P+Q R+S+T+U GVA _ T&X€S Subsidies
on products on products
contribution -0.62 0.19 -0.23 -4.85 -0.70 0.05 -5.60

Table 3 Contribution of industries to variation in Gross value added

year/findustry A B+C+D+E F G+H+I J K

2019 358 570 285 389 934 1,489

2020 381 570 279 383 917 1,545
year/industry L M+N O+P+Q R+S+T+U Total

2019 1,939 415 370 296 490

2020 1,922 408 377 299 492

Table 4 Hourly labour productivity (GVA per total employment of hours worked), CZK

year/industry A B+C+D+E F G+H+I J K
2019 190 241 199 206 399 426
2020 195 249 204 213 424 470

year/industry L M+N O+P+Q R+S+T+U Total
2019 204 244 270 191 241
2020 231 251 295 204 255

Table 5 Average hourly wage of employees, CZK

year/industry A B+C+D+E F G+H+I J K
2019 29,080 33,890 30,435 30,931 59,892 61,738
2020 29,572 33,616 30,547 29,735 63,772 65,537

yearfindustry L M+N O+P+Q R+S+T+U Total
2019 30,485 35291 38,671 28,193 35,046
2020 34,417 35,732 41360 27,479 35,599

Table 6 Average monthly wages, CZK
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Labour Monthly wages and Hour wages and

productivity salaries salaries
Changes in specific rates (levels
effect) -0.1 1.3 5.2
Structural change (substitution
effect) 0.6 0.2 0.4
Total change 0.5 1.5 5.7

Table 7 Index decomposition (%)

We present the very first flash estimate of structural changes on key economic indicators. No data from annual
sources are available for this early analysis, so the interpretation strength is limited. Interpretation obstacles due
to the measurement constraints occur: the short-term statistics and the quarterly national accounts are based on
some crucial assumptions. One of the basic assumptions is that the stable economy's structure in a short period.
The validity of this assumption is a question.

4 Conclusion

Pandemia of covid-19 brought challenges for economic analysts and the data measurement as well. This paper
tries to use preliminary data for the preliminary estimates of structural changes on some ratio indicators like labour
productivity and average wage.

In 2020, which was the first pandemic year, labour productivity increased by 0.5 % year-on-year, fully explained
by the structural changes. Average monthly wages increased by 1.6 %, almost entirely explained by the levels
changes. Average hourly wages, despite the pandemia, increase by 5.7%. Structural changes contributed to the
growth by just a tenth (+0.5%) while wages within industries increased by 5.2%.

We plan to improve and refine the analysis using additional data for 2020, which we expect to become available
in the following months and years. In addition, we plan to analyse some national accounts data like gross output,
GDP, GNI and taxes and examine changes in their mutual relations.
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Productivity analysis in the Mexican food industry

Martin Flegl!, Carlos Alberto Jiménez Bandala?, Isaac Sanchez-Jua-
rez’, Edgar Matus*

Abstract. Food industry represents an important part in the Mexican economy, in-
cluding more than 400,000 companies and a Gross Domestic Product of around 16
billion of Mexican pesos in 2019. For that reason, this paper has the objective to ana-
lyze its productivity using data from the 2014 and 2019 Economic Censuses related
to 2013 and 2018 economic indicators. The paper presents results of a productivity
analysis of 1,672 municipalities from 32 Mexicans states grouped in eight regions
using Data Envelopment Analysis. The results indicate significant differences be-
tween regions and, also, an important growth of the productivity in 2018.

Keywords: Data Envelopment Analysis, Food Industry, Regional Development, Eco-
nomic Asymmetries, Regional Polarization.

JEL Classification: C44, E23, L66
AMS Classification: 90-08, 90C05

1 Introduction

The food industry in Mexico represents 4.6% of the national economy [9]. In the last trimester of 2020, the food
industry generated 4.35 billion of Mexican pesos (1 MXN is approximately .05 USD, thereafter pesos) in Gross
Domestic Product (GDP), representing a growth of 5.88% compared to the same period of the previous year. As
Figure 1 shows, the GDP of the Food industry has been constantly increasing during the last almost 20 years,
reaching its highest value in 2019 with 16.9 billion of pesos. In 2019, the whole industry included 433,370 eco-
nomic units (companies), where the highest number of the economic units were registered in Estado de México
(27,070), Oaxaca (21,493) and Puebla (17,958). The biggest gross production is reported in Jalisco (2.25 billion
of pesos), followed by Estado de México (1.92 billion of pesos) and Guanajuato (1,43 billion of pesos). Finally,
the industry employs 1.9 million of workers (47.4% of males and 52.6% of females), with an average monthly
salary of 4,370 pesos [4].
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Figure 1 Evolution of the GDP in billions of pesos in the food industry in Mexico. Constant 2013 prices (own
elaboration based on data from [9]).

The Mexican economy is characterized by the fact that many of the companies are micro, small and medium
companies (MSMESs). The size of the companies is defined by a combination of the number of workers and total
sales; MSMEs have less than 250 workers and have annual sales of less than 250 million Mexican pesos [8]. In
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the food industry, there were 420,862 (97.11%) companies with 0-10 employees, 9,312 (2.15%) companies with
11-50 employees, 1,134 (.26%) companies with 51-100 employees and 2,062 (.48%) companies with 101+ em-
ployees [4]. It should be noted that the Mexican economy is one of the most unequal in the American continent
[5][6]. The North of the country represents a more developed industry, while the development in the South lags
behind. This has been explained historically by a lack of investment resources in the South, but also by the exist-
ence of internal colonialist structures, in which the South transfers value to the North [10]. In this case, there are
two hypotheses of such difference. The first hypothesis is linked to a duality that is defined by socio-cultural
elements that suppose a low labor performance in the South and a lack of industrial productive vocations. This
duality has justified the non-intervention of the State to encourage productive chains in the South of the country,
which is why it has been assigned an eminent primary economic task with the intention of sending agricultural
products to the North for processing [12]. The second hypothesis assumes that Southern industries being more
labor intensive, transferring value to Northern industries. However, companies from the South would be just as
productive as those from the North and, therefore, require support and investment to grow just like those from the
North [14].

In this sense, the objective of the paper is to analyze the productivity in the Mexican food industry with an appli-
cation of the Data Envelopment Analysis model. The secondary objective is to verify whether we can observe
difference between Northern and Southern regions of the country. The analysis includes two periods 2014 and
2019 to observe how the productivity in the industry changed within a time. We selected the food industry because
it is the branch of manufacturing that is closest to the primary sector, which is the most developed sector in less
advanced regions and, therefore, is a branch with a lower demand for capital than other branches such as metal-
lurgy, chemicals, or electronics.

2 Materials and methods

2.1 Data Envelopment Analysis

The Data envelopment Analysis (DEA) allows to evaluate several decision-making units (DMU) regarding their
capabilities to convert multiple inputs into multiple outputs [3]. Each DMU can have m different input quantities
to produce different outputs. If the model assumes variable returns to scale, you can use the so-called BCC model
[2]. The BCC output-oriented model for DMUy, is formulated as follows:

Maximize
s
q =Zuryro — U (D
r=1

subject to

— 2
z ViXio =1,

U vy 2 €,€ > 0,u, free in sign.

where x;; is the quantity of the input i of the DMUj, y,; is the amount of the output r of the DM Uj, and y,. and v;
are the weights of the inputs and outputs i = 1,2,...,m, j =1,2,..,n,r = 1,2, ..., s and ¢ is the so-called non-
Archimedean element necessary to eliminate zero weights of the inputs and outputs. DMU is 100% efficient if
q = 1, i.e., there is no other DMU that produces more outputs with the same combination of inputs, whereas DMU
is inefficient if ¢ > 1.

2.2 Data

For the analysis we used the economic indicators related to the Mexican food industry from the 2014 and 2019
Economic Censuses carried out by Instituto Nacional de Estadistica y Geografia [7][8]. Each censuses includes
information linked to manufacturing, commercial and service activities from companies operating in Mexico. The
2014 Economic Census refers to the data for 2013 and the 2019 Economic Census refers to data for 2018. In the
food industry, we included the information related to the following subsectors in the food industry: agriculture-
related services; preparation of animal feed; grinding grains and seeds and obtaining oils and fat; manufacture of
sugars, chocolates, sweets and the like; preservation of fruits, vegetables and prepared foods; manufacture of dairy
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products; slaughter, packing and processing of meat from cattle, poultry and other edible animals; preparation and
packaging of fish and shellfish; preparation of bakery products and tortillas; other food industries; and branches
grouped by the principle of confidentiality.

This information is linked to the Mexican municipalities as it is not possible to identify companies due to the
confidentiality of the Economic Censuses. Moreover, to be able to compare the productivity between 2013 and
2018, we only included municipalities that appear in both Economic Censuses. In the end, the analysis includes
1,672 municipalities that represents 67.91% of the whole Mexico. Table 1 displays the division of the municipal-
ities among the 32 Mexican states’. These 1,672 municipalities include information from 164,558 economic units
in 2013 and from 189,590 economic units in 2018. Moreover, the results from both Censuses are comparable as
we used constant prices of 2018 for the 2014 Economic Census.

State # of municipalities State # of municipalities
Aguascalientes 9(11)—81.82% Morelos 28 (33) — 84.85%
Baja California 5(5)—100.00% Nayarit 19 (20) — 95.00%

Baja California Sur 5(5)-100.00% Nuevo Leon 31 (51)-60.78%
Campeche 11 (11) - 100.00% Oaxaca 218 (570) - 38.25%
Chiapas 74 (122) — 60.66% Puebla 156 (217) - 71.89%
Chihuahua 34 (67)-50.75% Querétaro 16 (18) — 88.89%
Ciudad de México 16 (16) — 100.00% Quintana Roo 7 (11) — 63.64%
Coahuila 25 (38) — 65.79% San Luis Potosi 42 (58)—72.41%
Colima 10 (10) — 100.00% Sinaloa 16 (18) — 88.89%
Durango 30 (39) - 76.92% Sonora 33(72) - 45.83%
Estado de México 114 (125) - 91.20% Tabasco 17 (17) — 100.00%
Guanajuato 41 (46) —89.13% Tamaulipas 26 (43) —60.47%
Guerrero 67 (81)—82.72% Tlaxcala 49 (60) — 81.67%
Hidalgo 67 (84) —79.76% Veracruz 159 (212) — 75.00%
Jalisco 108 (125) — 86.40% Yucatan 75 (106) — 70.75%
Michoacan 104 (113) — 92.04% Zacatecas 42 (58)—72.41%

Table 1 Division of the municipalities among the Mexican states.

2.3 Structure of the model
The input part of the DEA model summarizes the resources of each municipality in the food industry:

e  Personnel: Hours worked by the personnel in thousands of hours (HWP). This variable represents the
labor factor of the production, therefore, a greater number of hours worked by the personnel for the same
level of production would indicate lower productivity.

e  Material: Raw materials and materials in millions of pesos (RMM), Number of economic units (NEU).
These variables indicate the material inputs of the production necessary for the transformation. Higher
productivity is associated with less use of materials and economic units.

e  Finance: Total expenditures in millions of pesos (TE), Total personnel remunerations in millions of pesos
(TPR). These variables represent the salary expenses of the industry and all expenses used in the produc-
tion. Therefore, it is implicit that the higher the expenditure with the same level of production, the lower
the productivity is.

The output part of the DEA model includes:

e Total gross production in millions of pesos (TGP). This variable measures the economic results of each
municipality in terms of volume.

The selection of the inputs and outputs follows the common structure of DEA models in the agricultural produc-
tivity analysis [1][11][15]. We used the BCC output-oriented model as the intention is to analyze the productivity
level of each municipality related to their economic results. The BCC model is used as we consider a direct com-
petition in the food industry. Finally, we used MaxDEA 7 Ultra software for all the calculations. The importance
of the inputs and outputs with & = .5, which best balanced the model, is as follows: HWP 2.59%, RNM 6.67%,
NEU 3.96%, TE 83.60%, TPR 3.18%, and 100% in case of the 2014 model, and HWP 4.46%, RNM 19.11%, NEU
5.74%, TE 63.69%, TPR 6.99%, and TGP 100% in case of the 2019 model.

5 Mexico is divided into 2446 municipalities and Mexico City (Ciudad de México) is divided into 16 parts.
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3 Results

The average productivity of the Mexican municipalities in 2013 is .3498 with standard deviation of .156 and 30
municipalities reached the productivity of 1.0 (representing 1.79% of the analyzed sample). This result indicates
very low productivity in the food industry in Mexico. As Figure 2 in the Appendix shows, we cannot identify a
region (state) with very high productivity. The municipalities with the 1.0 productivity are placed across Mexico.
To understand a little bit more the obtained results, we divide the municipalities according to their geographical
dependence®. Table 2 shows that the highest average productivity in the food industry in 2013 is reported in the
Southeast region (.4003), one of the biggest considering the number of municipalities, but it is also a region with
the highest variability measured by the standard deviation (.1895). What is more, the Southeast region is the only
one evaluated above the country average. On the other hand, the West region reported the lowest average produc-
tivity in Mexico (.3179) with the lowest variability (.1090). Applying the Games-Howell test’, the differences in
productivity between the regions are statistically significant (p < .001). More specifically, the average productiv-
ity of the municipalities in the Southeast region is statistically higher compared to the rest of the regions (consid-
ering the confidence level of 99%). The rest of the differences are not statistically significance, except the differ-
ence between the East region and the Center North (p = .083) and West (p = .012) regions.

Regions Mean Std. Deviation N
Center North 3238 1464 150
Center South 3324 .1305 158
East .3490 1528 431
Northeast .3248 .1390 82
Northwest .3360 1540 123
Southeast .4003 .1895 377
Southwest .3440 1475 110
West 3179 .1090 241
Average .3498 1557 1,672

Table 2 Average productivity by geographical regions in 2013

In 2018, the average productivity of the Mexican municipalities increased by +.2343 up to .5841 with a standard
deviation of .1163. In this case, 36 municipalities reached the 1.0 productivity (representing 2.15% of the analyzed
sample). As Figure 3 in the Appendix illustrates the improvement in the productivity of the industry can be seen
all around the country, which resulted that the difference between 2013 and 2018 is statistically significant (p <
.001). The best evaluated region is now Northeast (.6342) whose average productivity increased by +.3094, fol-
lowed by the Northwest region (.6223, +.2863). The Southeast region that was evaluated as the best region in 2013
is evaluated as the 3rd worst region in 2018, with the average productivity of .5729, because its productivity im-
proved in the smallest proportion (+.1726). The worst evaluated region is the East region with the average produc-
tivity of .5586, with and improvement of +.2096 compared to 2013. Five out of the eight regions are evaluated
above the Mexican average. The Games-Howell test indicates statistically significant differences between the re-
gions. For example, the Northeast and Northwest regions compared to the rest of the regions (p < .001), and West
and Center South regions compared to the East, Southeast and Southwest regions (confidence level of 95%) in
almost all cases (only few exceptions can be observed).

The changes in the productivity of the periods can be explained by the economic structure of Mexico itself. The
Southern regions, eminently agricultural, send their largest production to the Northern regions for processing. In
2013-2014, the international oil prices increased the gasoline prices and, as the major transportation of goods in
Mexico is done by roads, it is a reason why the Northern regions, further away from agricultural production, were
less productive than those in the South closer to the agricultural centers. With the above we can point out that
developing industrial centers, particularly food centers, in agricultural areas would have positive results in produc-
tivity. This, together with an active industrial development policy, would have a positive impact on regional eco-
nomic development and would combat regional asymmetries [13].

® Mexico is divided into eight geographical regions: Northwest (Baja California, Baja California Sur, Chihuahua, Durango, Sinaloa and
Sonora), Northeast (Coahuila, Nuevo Ledn and Tamaulipas), West (Colima, Jalisco, Michoacan and Nayarit), East (Hidalgo, Puebla,
Tlaxcala and Veracruz), Center North (Aguascalientes, Guanajuato, Querétaro, San Luis Potosi and Zacatecas), Center South (Ciudad de
México, Estado de México and Morelos), Southeast (Chiapas, Guerrero and Oaxaca) and Southwest (Campeche, Quintana Roo, Tabasco
and Yucatan).

" Games-Howell is a nonparametric test that does not assume equal variances and the same sample size. In our case, there are significant
differences regarding the number of municipalities between the regions and the variances are different (Levene’s test p < .001). All the
statistical tests presented in this article are based this test.
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Difference

Regions Mean Std. Deviation N 2018-2013
Center North .5880 .1022 150 +.2642
Center South .6003 0877 158 +.2679
East .5586 .1038 431 +.2096
Northeast .6342 1318 82 +.3094
Northwest .6223 1231 123 +.2863
Southeast 5729 1410 377 +.1726
Southwest 5701 1105 110 +.2261
West .6038 .0974 241 +.2859
Average 5841 1163 1,672 +.2343

Table 3 Average productivity by geographical regions in 2018

4 Conclusions

The objective of the paper was to analyze the productivity in the Mexican food industry using data from the 2014
and 2019 Economic Censuses. The results revealed that in 2013, the highest productivity was reported in the
municipalities of the South regions of Mexico, which did not confirm the historical observation of a lower devel-
opment of these regions in Mexico. However, this could have been caused by the rise of the 2013-2014 interna-
tional oil prices that negatively affected the transportation of goods in Mexico. Regarding the obtained results in
2018, we can observe significant improvements in the productivity in the food industry across the whole country.
But the improvements were higher in the municipalities of the Northern regions of Mexico, which correspond to
the historical development of Mexican economy, where the Northern regions concentrate more developed industry.
The further research could extend the analysis including data from level of investments in the industry. This piece
of information would explain whether higher productivity leads to higher investments in the Mexican food indus-

try.
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7 Appendix

Score

Figure 2 Productivity in the food industry by municipalities in 2013 (own elaboration using GeoNames, Mi-
crosoft tool).

Score

Figure 3 Productivity in the food industry by municipalities in 2018 (own elaboration using GeoNames, Mi-
crosoft tool).
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Evaluation and testing of non-nested specifications of spatial
econometric models

Tomas Formanek!

Abstract. Spatial econometric models have generally non-nested specifications if they
are based on different spatial setups (connectivity and weight matrices). For maximum
likelihood estimators and non-nested models, the usual tests (likelihood ratio, Wald,
et.c) gnerally cannot be used for model selection and/or testing. This article provides
a structured discussion on estimation and evaluation (selection and/or testing) of non-
nested spatial models. The distinction between model selection and model testing is
important. While model selection algorithms approach all models symmetrically, the
null and alternative models are treated differently for testing purposes.

The empirical part of this paper provides an illustrative application of the evaluation
methods discussed. Emphasis is given to models estimated by maximum likelihood
approaches and to Vuong’s test, which is derived from the Kullback-Leibler informa-
tion criterion.

Keywords: spatial model, model selection, non-nested models.

JEL Classification: C23, C31, C52, E66
AMS Classification: 91B72

1 Introduction

Spatial econometrics models address the existence of spatial dependency in observed data, as well as some general
and theoretically defined interactions among variables. Should spatial effects be ignored or left without proper
treatment, model estimation would lead to biased and inconsistent results. Typically, one would estimate parameters
for a relevant and explicitly defined (prior) spatial dependency pattern — along with the “usual” model coefficients
that describe macroeconomic dependencies [1].

In principle, spatial dependency is quite similar to autoregressive processes in time series. However, spatial
dependency is neither “one-dimensional” (on a time axis) nor unidirectional (current observations being dependent
on past values). In most economic applications, spatial units are interdependent and the strength of their interactions
is defined in terms of distances, rather than oriented distances (although analyses with focus on core-periphery
behavior and similar topics exist, where oriented distances are relevant).

Generally speaking, spatial dependency is often described as a non-continuous function, decreasing with distance
between spatial units. The possibilities of measuring distances and distinguishing neighbors (close, interacting,
spatially dependent units) from distant (non-interacting units) are numerous, with a multitude of possible approaches
and their combinations. For example, one may evaluate distances given as shortest connections between two nearest
point of given regions (i.e. polygons on a map) or use distances between geographical center-points. Similarly,
either L or L, norms may be used for measurements and neighbors can be cast through the application of a
common border rule (contiguity-based neighborhood definition), etc. Nevertheless, the true pattern (functional
form) of spatial dependency is not known in most empirical cases.

Hence, researches would typically have to consider several spatial structures (neighborhood definitions) in order
to evaluate and select a “good” spatial setup for their analyses and/or predictions. Unfortunately, if two or more
spatial econometric models are based on different spatial setups, they are generally non-nested. For the widely used
likelihood-based estimators, the non-nested nature of spatial models based on alternative neighborhood definitions
implies that most common statistics cannot be used for model selection and/or testing [8, 9]. This article provides
a structured discussion on the specifics of estimation and testing of non-nested spatial models.

The remainder of this paper is structured as follows: Section two describes key features and aspects of spatial
model estimation and testing, along with references to fundamental literature. Section three provides an illustrative
application based on unemployment dynamics in selected EU countries for the time period 2014 — 2019. Section
four and the list of references conclude this contribution.

1 VSE Praha, ndm. W. Churchilla 4 Praha 3, Prague 130 67, Czech Republic, formanek @vse.cz
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2 Estimation, evaluation and testing of spatial models

To formalize and estimate spatial models, researches start by defining the underlying spatial structure. To classify
any two spatial units as either neighboring or distant, one would typically use a connectivity matrix C. For example,
individual units of the connectivity matrix may be cast as follows:

0 if i=j,
[C[j]Z 0 if dij>T, (1)
1 if d[jST and i £ j,

where d;; = dj; is the distance between two spatial units. For ¢;; = 1, units i and j are neighbors, i.e. are
sufficiently close to interact and influence each other mutually, and vice versa. Here, symmetry of the (N X N)
matrix C, (i.e. ¢;; = cj;) is implied from the use of distances d;;. Zeros on the main diagonal of C indicate
that spatial units are not neighbors to themselves by definition. Parameter 7 is a heuristically selected maximum
distance (threshold) between two neighbors. The choice and changes in 7 can have significant impacts on the
results of spatial model estimators, which use spatial structure as prior information. As we deal with spatial units
of non-zero surface area, we usually use representative points — centroids — to measure distances between regions.
Alternatively, expression (1) can be evaluated using closest border-to-border aerial distances, based on transport
infrastructure, etc.

Spatial econometric models are based on a transformation of the connectivity matrix C from (1): a spatial weights
matrix W is calculated by row-wise standardization of C. The transformation rule is relatively simple, each element
of W is calculated as w;; = cl-j/Zj.V:] cij so that all row sums in W equal one: Zj.\’:] w;; = 1 for Vi. Please note
that W matrices are no longer symmetric. Besides the maximum neighbor distances as outlined in expression
(1), different plausible approaches exist for construction of both matrices — C' (common border rule, k-nearest
neighbors approach, etc.) and W (multiple standardization schemes can be applied). Detailed technical discussion
of this topic is provided by [1].

As we gather available prior information for the construction of a spatial regression model, the actual neighborhood
structure is largely unknown. While there may be quite a few useful leads that analysts can use, the choice of
T-parameter in (1) is arbitrary and different approaches and combinations of C and W construction are possible.

LeSage and Pace [5] show that theoretically well-defined models can be estimated and tested with adequate
precision, even if the spatial structure used for estimation is somewhat inaccurate (i.e. if it slightly deviates from
the actual yet unknown neighborhood definition). To summarize their findings, one can start from a cross sectional
model with spatially dependent endogenous variable:

y=AWy+XB+u, 2)

where y is the N x 1 dependent variable vector, X is the usual N X K matrix of regressors (includes the intercept
element), u is the random element and W is the spatial weights matrix. Model parameter A is a scalar describing
the strength of spatial dependency and S is a vector of parameters (say, describing economic dynamics). Besides
the commonly used specification (2) with spatial dependency on y, other types of spatial models exist — both in
literature and in empirical applications [1, 5]. In most types of spatial models, the generalization from cross-
sectional to panel data is relatively straight forward, very similar to the case of non-spatial models. Finally, it
should be noted here that S-parameters are not the marginal effects. However, using W and the estimates of A and
B, direct and spillovers marginal effects can be calculated easily [3].

Under very general conditions [3], the maximum likelihood (ML) estimator may be used to produce estimates of
all parameters of model (2): 8, A and random element variance o>. Assuming normal distribution of the error
elements, ML function for equation (2) can be cast as

N 1
LL(0) =—-—1log (2770'2) +log|lly —AW| - —u'u, 3)
2 202
where @ = (B,4,02), u =y — AWy — XB and det(du/dy) = |Iy — AW| is the Jacobian. Using eigenvalues

of matrix W, the condition A € (min(x)~', max(x)~!) must be fulfilled to ensure model stability [3]. In theory,
maximization of (3) is based on first order conditions

ALL/OB=X'(Iy —AW)y - X'XB =0, )
OLL/OA = —tr [(Iy — AW)™'| W - 2—12 u'Wy =0, 5)
g
N 1
2 _ o
6LL/60' ——r._z+ﬂuu—0. (6)
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The equation system (4) — (6) has no convenient analytical solution. However, an accessible estimation algorithm
can be used to produce coefficient estimates — shown next in expressions (8) through (14). Regularity conditions
holding, ML estimate is asymptotically efficient and reaches the Cramer—Rao lower bound for variance, given by
the inverse of the information matrix:

[1(0)]™' = —E [0°LL(6) /0006 " . %)

To estimate the parameters of equation (2), we start by OLS estimation of auxiliary regressions:
y=XBo+uo, (8)
Wy =XBa+ua, ©)
so that
Bo=(X"X)"'Xy,
Ba=(X'X)"'X'Wy,
eo=y-Xpo,
eq=Wy-XBa,

where ﬁ and e denote estimated parameters and residuals respectively. By means of the auxiliary regressions (8)
and (9), we can re-write the residuals of model (2) as

e(l)=ey—ey. (10)

Using e(1)'e(1) = e(eo—21ejeq +1% /€4, we can formulate a concentrated version of the log-likelihood function
(3) that only depends on the A parameter:

LL(A) =c+log|ly — AW| - % log [e(2) e(A)] , (11)

where ¢ is a constant, independent of A. To maximize the ML function (11), the interval A € (min(x)~!, max(x)~!)
is split into multiple “tiny” intervals along 4 < > < --- < 4, values and we evaluate (11) at each A. Arbitrarily
accurate A estimates that maximize (11) can be produced by additional interval splitting and (11) evaluation.
Subsequently, A is used to produce the remaining parameters of (2) as follows:

B=PHo-Ba. (12)
52 =Ne(d)e(), (13)
var(d) = @ = &2 [(Iy = AW) (Iy — AW)] " . (14)

Besides the approach described here, technical discussion and references to alternative estimators for different
model generalizations are available from [1, 3].

2.1 Model evaluation and testing

Figure 1 illustrates a situation where we have two alternative spatial structures C that are (generally) plausible,
yet distinct. If such structures are used to cast spatial models in the general form of equation (2), they would be
non-nested, which follows from the nature of the RHS element AWy — even if the X element of (2) does not
change. After estimating such model specifications, the next logical step would consist of focusing on evaluation
and comparison of such econometric models.

Evaluation and comparison of models can be approached using two distinct paradigms: model selection and models
testing. Those are two relevant yet conceptually different tasks. Generally speaking, model selection treats all
models symmetrically, while testing approaches the null and alternative models differently. When model selection
is performed, a definitive output is generated — a model is selected. However, hypothesis testing does not seek nor
does it provide such outcome: rejecting the null hypothesis (model specification) does not imply acceptance of the
alternative specification. Importantly, the choice of null hypothesis may be arbitrary and it may also greatly affect
the interpretation of test outcome [8].

Also, there is a firm empirical motivation for the distinction between model selection and hypothesis/model testing.
The selection paradigm is more pertinent as a decision making tool. Hypothesis/model testing is mostly used for
inferential applications (e.g. for assessing validity of theoretically determined predictions).
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Figure 1 Alternative neighborhood structures used for model estimation: distance-based with maximum distance
between neighbors set at 250 km (left) and contiguity-based (right)

Both the hypothesis testing and model selection approaches are valid and relevant. Pesaran [8] points out that
model selection algorithms are mainly based on statistics of model fit to the data (maximized log-likelihoods,
minimized information criteria or sum of squared residuals). The empirical (illustrative) section of this article
features both model evaluation approaches: Vuong’s test (16) is used for model testing and model selection is
based on maximized log-likelihood values.

In general, various statistics can be used for comparing non-nested models. The J-test, JA-test, N-test and NT-test
[8] can be listed among the most important and widely used statistics for non-nested models. However, those
are suitable for OLS-estimated models. Their application extends to the instrumental variable regression but not
towards ML-based estimators.

Vuong [9] provides a feasible method (statistic) for testing non-nested ML-estimated spatial models. His approach
is based on the Kullback—Leibler information criterion (KLIC). The KLIC criterion reflects a maximized log-
likelihood value difference between a ML estimator applied to a misspecified model, say g(y|Z, B) and to a true
model h(y|Z, @). Formally, KLIC can be cast as:

KLIC = E [log h(y;|zi, @)|h is true] — E [log g(yi|zi, B)|h is true] , (15)

where z; is a full set of regressors, i = 1,..., N is used to identify individual observations, @ and B are model
parameters. Even if the true model specification %(-) is unknown, KLIC can be used for testing. Using Vuong’s
test (16), we can compare two alternative functions — say go and g; — and determine whether they are equivalent
or whether one of the functions is closer to the true (unobserved) specification. If expression (15) is produced
for both gp and g, than taking the difference of KLIC for the two g; and g¢ functions effectively eliminates the
likelihood function of the true specification 4. Hence, Vuong’s test statistic V can be expressed as

VA (3 22 m)

V:
V ZN i = )2

= VN (i/sm) , mi=1logLi;—logLiy, (16)

where L; | and L; ¢ are likelihood functions of g; and go evaluated at a given observation i. Elements m and
sm refer to sample means and standard deviation of m;. Under the null hypothesis of both tested models being
equally good (i.e. equally distant from the true model /), V asymptotically follows standard Normal distribution.
Interestingly, Vuong’s test has a directional interpretation: If g; is substantially better than g¢ (i.e. closer to h), V
diverges and plim V = +co (and vice versa). Additional technical discussion covering (among other topics) nested
and partially nested g and g¢ specifications is provided by [8, 9].
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3 Empirical illustration: unemployment dynamics

The above discussion is illustrated using a spatial econometric model focused on labor market dynamics. For
estimation purposes, panel data were collected for the following economies: Austria, Belgium, Czechia, Denmark,
Germany, Hungary, Luxembourg, the Netherlands, Poland, Slovakia and Slovenia (110 NUTS2 regions in total),
with annual observations covering the period 2014 —2019. All variables and geographic information was down-
loaded from Eurostat into R software for processing and estimation [2, 7]. Unemployment is modelled using the
regional competitiveness paradigm [4]. Hence, unemployment is given as a function of GDP growth, industrial
production prominence on the labor market, energy consumption and country-level effects (besides the NUTS2
unobserved effects that are intrinsic to panel data models).

The generalization from a cross-sectional model (2) to a panel data is discussed in detail by [3] and the regression
equation used for modelling unemployment dynamics may be cast as follows:

y=AUr dW)y+XB+u,

u=(r®In)p+e 4

where y is the vector of NT observations of the dependent variable and X is a NTxK matrix of regressors. Elements
It and Iy are identity matrices with dimensions given by their subscripts, ¢7 is a vector of ones and ® denotes
Kronecker product. The elements W, A and B follow from equation (2), u are the unobserved individual effects
and g is a spatially random error term of the model.

Variables for our illustrative application are as follows: individual observations y;; of the dependent variable reflect
unemployment rates in percentage points (drawn from Eurostat’s “Ifst_r_Ifu3rt” dataset) and matrix X contains
the following regressors: log(GDP;;) is the log-transformed real GDP per capita (Eurostat’s “nama_10r_2gdp” is
used for GPD and “ei_cphi_m” for inflation adjustment), RE_B_E;; is the relative employment in industrial sectors
(NACE rev.2 sectors B to E, drawn from “Ifst_r_Ife2en2” dataset), variable log(Engy;,) is the log-transformed total
energy consumption (measurements available only at the NUTSO0-level) and NUTSO); is a vector of country-specific
dummy variables (Austria is left out and serves as a reference/base unit).

Table 1 Comparison of model estimates for alternative spatial structures

Impact/ A Estimate  Std. Error z-value Pr(>|z])

(simulated) (simulated) (simulated)

Distance-based spatial structure used, 7 = 250 km:

log GDP_Direct_Imp  -3.164 0.376 -9.597 0.000
log GDP_Indirect_Imp -10.381 2.609 -4.100 0.000
RE_B_E_Direct_Imp  -11.519 2.444 -4.697 0.000
RE_B_E_Indirect_Imp -33.078 10.514 -3.229 0.001

A 0.776 0.031 25.365 0.000

Log likelihood (LL) -863.908

Contiguity-based spatial structure

log GDP_Direct_Imp  -4.360 0.401 -10.864 0.000
log GDP_Indirect_Imp  -7.206 1.165 -6.210 0.000
RE_B_E_Direct_Imp -9.555 2.693 -3.539 0.000
RE_B_E_Indirect_Imp -15.791 5.011 -3.164 0.002

A 0.670 0.030 22.626 0.000

Log likelihood (LL) -891.724

The model was estimated in R by means of the splm package [6] and using two different spatial setups, as shown in
Figure 1. The first spatial structure shown in Figure 1 (left) follows from expression (1) with maximum distances
among neighbors (interacting units) set at 7 = 250 km. The alternative spatial structure is constructed along
contiguity (common border) rules — two regions are considered as neighbours if they share a common border.
As discussed in previous sections, spatial models with two different spatial structures — and W matrices — are
non-nested.

Table 1 shows estimation results for the two non-nested spatial panel models based on equation (17) and differing
in their spatial prior information only. Table 1 includes the estimated A coeflicients, along with direct and indirect
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(spillover) effects of the main regressors observed at NUTS2 level. Due to space constraints for this contribution
and given their limited interpretation, state-level (NUTSO0) regressors are omitted from Table 1. However, all the
estimation output is available from the author upon request, along with corresponding R code and data.

From Table 1, we may clearly identify prominent differences among the estimated marginal effects. By simply
comparing the maximized log-likelihood values, one would slightly prefer and select the specification that features
distance-based neighbors. However, Vuong’s test based on expression (16) clearly favours the contiguity based
structure, with V = —30.435 if contiguity based model is used as the base specification. Reversing the null and
alternative “roles” for the two spatial setups just flips the sign of Vuong’s test with no consequence in terms of test
interpretation. Based on the Vuong’s test, we conclude that contiguity-based setup is significantly closer to the
true specification (this conclusion holds at any reasonable significance level).

4 Conclusions

In most empirical applications of spatial econometrics, spatial prior information is used to distinguish close units
(neighbors) from distant units that are independent. However, spatial econometric models always face uncertainty
with respect to the true yet unobservable spatial structure.

This article provides a structured and relatively simple approach towards estimation and testing of non-nested spatial
models that are based on alternative spatial structures. The discussion provided covers both model estimation
methodology and Vuong’s test for non-nested specifications, derived from the Kullback-Leibler information
criterion.
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The link between DEA efficiency and return to assets
Luk4s Fryd!, Ondiej Sokol?

Abstract. The data envelopment analysis (DEA) is a standard tool in the analysis of
determinants of the efficiency of economic agents. A two-stage efficiency analysis
consisting of estimating DEA efficiency and then using it as dependent variable in
regression with various determinants, is often used for this purpose. In this article, we
focus on the relevance of this approach using empirical agricultural data. In particular,
we show that the lagged DEA efficiency of agricultural companies is not correlated
with return on assets indicator, and, similarly, lagged return on assets are not correlated
with DEA efficiency. Low cross-correlation values indicate that a two-stage analysis
using the DEA method can lead to misleading results.

Keywords: data envelopment analysis, agricultural, cross—correlation

JEL Classification: C50
AMS Classification: 90C90

1 Introduction

The data envelopment analysis (DEA) is one of the most popular efficiency estimator. Due to its non-parametric
approach and the possibility of multiple outputs, the DEA is widely used in analysis of efficiency determinants,
see overview of DEA models by Emrouznejad and Yang [3].

The resulting efficiency estimates are often used in various two-stage efficiency analysis. In the first stage, the
efficiency is estimated. In the second stage, the statistical significance of the variables affecting the estimated
efficiency in the first stage is studied. The ability to estimate efficiency is demonstrated in simulation studies where
efficiency is simulated using non-linear production functions. However, differently specified production functions
lead to different efficiency estimates. Furthermore, DEA efficiency estimates are sensitive to the presence of
outliers and measurement errors, etc., [2, 7].

The possibilities of correcting these shortcomings are studied with respect to the distribution of the overall DEA
efficiency. The methods do not take into account changes in the order of effective units and even small differences
in the definition of inputs have a significant impact on the final ranking of DEA units. In this case, the two-stage
method can provide considerably misleading results.

In this article, we focus on linking DEA efficiency and economic performance of agricultural companies — farms.
We stem from the premise that efficient companies tend to follow better economics indicators trajectory in the long
run than inefficient companies. If the DEA method is able to estimate the efficiency of a given farm, then there
should be a positive relationship between efficiency at time ¢ and economic results of the company at time ¢ + 5.
At the same time, it can be assumed that economic results at time ¢ — /4 can positively affect efficiency at time z.
Specifically, we are examining the relationship between the lagged production efficiency of farms at present and
their return on assets (RO A) and conversely between lagged RO A and DEA efficiency. The analysis is performed
on the data of Czech agricultural enterprises in the period between 2008 and 2015 and the results suggest that there
is an unexpectedly weak correlation.

The structure of the paper is as follows. In Section 2, we describe the used dataset and the methodology used for
obtaining efficiency estimates and correlation estimates. In Section 3, we discuss the estimated correlation between
DEA efficiency and ROA.
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2 Data and methodology
2.1 DEA method

Let n; is the number of inputs, 1, the number of outputs and m + 1 the number of decision making units (DMU).
Consider

* Ip € R™ is the input nonnegative vector for DMUj,

* O¢ € R™ is the output nonnegative vector for DMUj,

o I € R"™™ jg the input nonnegative matrix for the other DMUs,

* 0 € R™™ ig the output nonnegative matrix for the other DMUs.

As we need to estimate the efficiency of each unit, we run DEA optimization model. In particular, we use the linear
approximation of the model [5] to compute the efficiency of given DMUj. Hladik’s model uses the efficiency
scale from O to 2. Similarly to common DEA approaches, the higher score of production unit means, that the
unit remains efficient for larger variation of all data. Equally, the lower score means that unit would be inefficient
for larger variation of all data. The borderline of efficient units is equal to 1. The score is based on the largest
allowable variation of all input and output data such that unit remains efficient or the smallest variation of data to
become efficient in case of inefficient unit [5]. While the model was published only recently, it was already used
in several empirical studies, see [4, 6].

The linear model is as follows

s.t. 0
) (D

where r = 1+ 6™ is the resulting efficiency score of chosen DMUj. As stated above, if » € (0, 1) then the DMUj is
inefficient and if r € [1, 2) indicates that DMUj is efficient. In order to extract vectors of input and output weight,
we can compute @ :=u /(1 —§) and ¥ := v/(1 — &) with u and v represent the vectors of input and output weights,
respectively.

2.2 Data
We use a data set of 220 Czech farms in the period 2008 to 2015. The data set is balanced panel.

The data come from Farm Accountancy Data Network (FADN). FADN is an agriculture database, maintained
under auspices of the European Commission. FADN participation is voluntary for farms. Data from a sample of
farms are sent to a national branch of FADN (so-called liaison agent), which transmit the data to the global FADN
database and is responsible for the international comparability of the data, i.e., the methodology of the collecting
the data shall be the same in every EU country.

The survey does not cover all the farms in the Union but only those which due to their size could be considered
commercial. In total, the FADN sample consists of about 80 000 holdings and represent about 5 million farms using
about 90 percent of the total utilized agricultural area and producing about 90 percent of agricultural marketable
output. The database consists of ~ 5000 economic and other variables on an annual basis.

We use 4 inputs and 3 outputs for the DEA estimation of the technical efficiency based on similar recent studies
(see for example [1]). We also used this approach in [4]. Our list of inputs consist of

1. Total labor input in annual work units (AWU),

2. Total utilized agricultural area in ha,

3. Depreciation and interest paid in Euro,

4. Total intermediate consumption in Euro,

and the outputs are following

1. Total output crops and crop production in Euro,
2. Total output livestock and livestock products in Euro,
3. Other output in Euro.

Other output is calculated as the sum of all other outputs.
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2.3 Cross-correlation of DEA efficiency and ROA

Once we have the estimated efficiency for each farm for each year, we calculate the sample correlation between
DEA farm efliciency and return on assets (ROA). Denote r; ; the DEA efficiency of farm i in time ¢ and ROA; ;
return on assets of farm 7 in time 7.

Cin= 2 (riy = 7)) (ROA; 11, — ROA; 1) @
(n=1)sr,SROA; ),

where 7; and ROA; j, are estimated means of r; ; and ROA; ;. respectively, s,, and sgp4, are sample standard
deviations of r; ; and ROA; ;.p, respectively, n is the number of valid observations with respect to 4 which is the
given lag.

We consider all possible lags ranging from —6 to 6, e.g. we compute C; j, for all i and & = -6, ..., 6. Naturally,
for h approaching zero, we have significantly more observations than for very low or very high values of .

3 Results

Table 3 shows summary statistics for cross-correlation in individual delays. The quartile range (0.25 — 0.75)
for lag = 1 is from —0.01 to 0.44. A similar result is obtained for lag = —1. The quartile ranges for the other
lags are approximately in the range from —0.2 to 0.1. The results show that efficiency and ROA are strongly
contemporaneously correlated. Conversely, in the case of different lags, the correlation is very weak.

Table 1 Cross-correlation summary statistics

Lag(h) Min. 1stQu. Median Mean 3rd Qu. Max.
-6 -0.66 -0.26 -0.09  -0.08 0.07 0.63

-5 -0.74 -0.31 -0.12  -0.12 0.04 049

-4 -0.60 -0.24 -0.06 -0.07 0.10 0.62

-3 -0.73 -0.23 -0.01  -0.04 0.14  0.60

-2 -0.80 -0.21 -0.01 0.00 024 074

-1 -0.77 -0.13 0.18 0.16 045 0.88

0 -091 0.42 0.67  0.57 0.82 098

1 -0.79 -0.01 026 021 044 0.82

2 -0.70 -0.20 0.01 -0.02 0.16 0.64

3 -0.70 -0.22 -0.04  -0.07 0.07 0.72
4
5
6

-0.74 -0.28 -0.10  -0.10 0.08 046
-0.50 -0.27 -0.10  -0.11 0.03 043
-0.54 -0.23 -0.10  -0.08 0.03 0.63

We show the estimated density of correlation between and DEA efficiency estimates and return on assets for
individual farms for h = -6, ...,0, ..., 6 in Figure 3. Here, i < O represent the distribution of the DEA efficiency
correlation at time ¢t and ROA in the past — at time 7 + h. Conversely, 4 > 0 represent the distribution of the
correlation for the DEA efficiency at time ¢ and future RO A at time ¢ + h.

With zero lag, & = 0, a clear positive correlation between the two variables can be seen. Most farms achieve a
correlation in the range from 0.5 to 1. This result is expected, because the inputs are strongly correlated with the
ROA. Hence, DEA efficiency should be strongly correlated with ROA.

However, in the case of any lag, & # 0 we can see a significant drop in estimated correlation. The positive, but
still rather minor, correlation can be seen only for lag (-1, 1). For higher absolute &, cross-correlation estimates
are in the range from —0.5 to 0.5 and interquartile range from —0.3 to 0.2. The mean of correlation is negative for
|h| > 2, although we cannot reject the null hypothesis of 0. This is indeed a surprising result as we would expect a
positive correlation.
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Figure 1 Estimated density of correlation between and DEA efficiency estimates and RO A for various lag A.
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4 Conclusion

The topic of the work is the suitability of using the DEA method as an estimator of efficiency with regard to its
frequent use in the two-step method. We start from the premise that more efficient companies should achieve better
economic results in the medium and long term than inefficient companies. We specifically analyze the correlation
between DEA efficiency of Czech farms and the RO A indicator. The results show that the correlation between DEA
efficiency and RO A reaches a correlation above 0.5 only contemporaneously. In contrast, the cross-correlation for
the delay £ # O is very low.
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The geography of most cited scientific publications: Mixed
Geographically Weighted Regression approach

Andrea Furkoval

Abstract. The paper analyses spatialheterogeneity oftop-level scientific publications
of the European regions and try to answer the question which regions or groups of
regions are the most innovative in this sense. We supposed that the response of inno-
vation output (most cited scientific publications) to a change on innovation inputs
(R&D expenditure and human capital) might be not homogeneous across all European
regions. In addition, we hypothesize that there is still gap between post-socialistand
“western” countries in terms of elite publications. Mixed geographically weighted re-
gression (MGWR) model was used as a main tool for examining our research ques-
tions. MGWR model can produce parameter estimations that have global character
and other parameters that have local character in accordance with observation loca-
tion. We found out that the both innovation input parameters vary significantly across
the European area and the gap between post-socialist and “western” countries in terms
of elite publications was confirmed.

Keywords: Mixed geographically weighted regression, spatial heterogeneity, scien-
tific publications, innovation

JEL Classification: 031, R12
AMS Classification: 91B72

1 Introduction

It is evident that the main objective of Research & Development (R&D) policy is to increase innovation outcomes.
However, the problem arise when we want to measure the level of innovation activities and technological progress.
Following the concept of the Regional Knowledge Production Function (RKPF) model (see e.g., [8]), two types
of indicators are usually considered, i.e., technological innovation inputs and technological innovation outputs.
Traditionally, R&D expenditure and human capital are recognized as significant innovation determinants. On the
other hand, the number of patentapplications, number of scientific publications and citations are accepted as in-
novation outputs. In this paper, we raise a different approach to evaluation of scientific activities. We turn our
attention to the “elite publications”, i.e., scientific publications that are among the top 10% most cited publications
worldwide and we will considerit as a proxy for an innovation output of the region. These top-level publications
are considered as a measure for the efficiency of the research systemas highly cited publications are assumed to
be of higher quality. This indicator is also the part of a composite indicator, the Regional Innovation Index —RlI
(see [5]) which is one of the few options for the comparative assessment of the performance of European innova-
tion systems at the regional level.

This paperwill try to analyse which European regions or groups of regions have the largest share in the production
of the top-level scientific publications and therefore are the most innovative regions in this sense. We suppose that
the response of innovation output (most cited scientific publications) to a change on innovation inputs (R&D ex-
penditure and human capital) might be nothomogeneous across all European regions. In addition, we hypothesiz
that there is still gap between post-socialist and “western” countries in terms of elite publications. Mixed geo-
graphically weighted regression (MGWR) model seems to be a suitable tool for examining our hypotheses. This
model is a combination of linear regression model and geographically weighted regression (GWR) model; there-
fore, MGWR model could produce parameter estimation that had global parameter estimation, and other parameter
that had local parameter in accordance with its observation location.

The structure of the paper is as follows: section 2 provides data and study area descriptions and brief theoretical
backgrounds of the study; empirical results are presented and interpreted in section 3. Main concluding remarks
contain section 4 and the paper closes with references.

! University of Economics in Bratislava. Faculty of Economic Informatics, Department of Operations Research and Econometrics,
Dolnozemska 1/b, 852 35 Bratislava, andrea.furkova@euba.sk.
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2 Methodology

The first part of this section provides an overview of a study area and description of the data. The second part of
this section briefly introduces MGWR model relevant for the subsequent empirical analysis.

2.1 Data description and study area

The real distribution of most cited scientific publications of European regions in 2019 is presented in Figure 1.
The map shows 238 regions of 23 the EU member states, Norway, Serbia? and Switzerland at different NUTS
(Nomenclature of territorial units for statistics) levels, i.e., at NUTS 1 or NUTS 2 levels. Our innovation analysis
will include 220 observations because of isolated observations (island regions); the data set reduction was done.
According to RIl, the regions presented in Figure 1, have been classified into four performance groups, i.e., groups
of high, strong, moderate and low performers. Figure 1 indicates strong geographical performance differences.
Scientific publications among the top-10 % most cited seems to be less spread within countries but more across
countries. Many regions in Northern, Western and Central European countries such as Denmark, Norway, Sweden,
Finland, Ireland, France, Germany, Belgium, and Austria are ranked as strong performers. Elite scientific
publications are produced by the United Kingdom, Switzerlandand the Netherlands, where the majority of regions
consist of high performers. While, there might be a relatively small variety among regions in many European
countries, for instance Greek regions show the highest level of variety with regard to the top10% most cited
publications. There can be found a high performer region and also alow performer regions. It is interesting to
mention a Portuguese autonomous region Madeira which is the only Southern European region represented in the
top 10 group of European regions. Different trend can be seen as for the rest of Southern European regions and
Eastern European regions. These regions are usually classified as low or moderate performers.

- Bottom one-third low perfarmers

B Middle one-third low performers

4] Top cne-third low performers

Bottom one-third moderate performers
Middle one-third moderate performers
Top one-third moderate performers
Bottom one-third strong performers
- Middle one-third strong performers
I Top one-third strong performers

- Bottom one-third high performers
- Middle one-third high performers

- Top one-third high performers

Figure 1 The distribution of scientific publications among the top 10% most cited publications worldwide
Source: author’s elaboration based on the RIS 2019 [5]

It is obvious that the geographical position of the region and properties of the neighbourhood occupying a key role
for creation of innovation in given areas. The geographical aspect also plays an importantrole in case of production
of scientific publications, especially with regard to the most valued scientific publications. We hypothesize that
the response of innovation output (most cited scientific publications) to a change on innovation inputs (R&D ex-
penditure and human capital) might be not homogeneous across all European regions and we assume that there is
still agap between post-socialist and “western” countries in terms of elite publications. Thus, the problem of s patial
heterogeneity as one of the spatial effects may be presentin connection with the modelling of regional innovation
activities. For this reason, we decided to apply MGWR model, which provides local parameters estimations while
some parameters may be global. The next section briefly introduces this model.

2 For Serbia, official NUTS codes are not yetavailable and therefore unofficial codes will be used (see [5]).
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Table 1 gives adescription of all variables (innovation output and innovation inputs) used in ourempirical analysis.
The selection of the data was influenced by the fact that at regional levels, the relevant data are limited. A brief
reasoning for inclusion of the variables under consideration is provided in Table 1. Data related to variables PUB

and EXP are obtained from RIS 2019 [5]. Variable HRST comes from regional Eurostat statistics database [9].

Category Definition Form Abbr.
Dependent variable:
Scientific publications among the top 10% most The number of scientific publi- Normalized® PUB
cited publications worldwide cations among the top 10 %
most cited publication world-
wide per total number of scien-
tific publications.
Explanatory variables:
R&D expenditure in the public sector All R&D expenditures in the Normalized EXP
Reasoning: government sector and the
R&D expenditure represents one ofthe major driv-  higher education sector as per-
ers of economic growth in a knowledge-based centage of GDP.
economy. R&D spending is essential for making
the transition to a knowledge-based economy as
well as for improving production technologies and
stimulating growth.
Human resources in science and technology HRST as percentage of active Normalized® HRST
(HRST4) population.
Reasoning:
For scientific activities, human resources represent
a knowledge base, which is a source of ideas.
Regions of post-socialist countries (PSOC) DUM g =1, if region belongs Binary DUM pg0c

Reasoning:
Former political system of the country may influ-
ence innovative activities of the regions.

to PSOC, others=0.

Table 1 Model variables description

2.2 Mixed Geographically Weighted Regression Model

First, let us pay a brief attention to the Geographically Weighted Regression (GWR) model. The goal of GWR
methodology is to obtain local linear regression estimates for each point in the space, i.e., for each observation
i {l...,N}we deal with different vector of local parameters 3(u,,v,). Coordinates (u;,Vv;) represents the longi-

tude and latitude of observation i. GWR method requires the spatial kernel function and its bandwidth selection.
Next, N dimensional diagonal weight matrix W, is constructed such that W, = K (d;,h) ,where K( ) is a spatial

kernel function, d, is a distance vectorbetween the central pointand all neighbours, and his a bandwidth or decay
parameter (seee.g., [2]).The GWR model can be expressed as:

yi = B (U, vi;h) X, +¢,

where y is a vector of dependent variable, h is a bandwidth parameter that allows to define the local subsample
around the coordinates of each point (ui,vi) using a given distance kernel K( ), X, represents k, explanatory

Vie{l... N}, (1)

variables with spatially varying coefficients ( £, ) and ¢ is an error term. The parameters of the GWR model are

estimated by the weighted least squares approach and the estimation of the parameters in each location i is given
by (see, e.g., [6]; [4]; [1]):

% The data provided by RIS 2019 are already normalized. T he minmax procedure was used and the maximum normalised score is equal to 1
andthe minimum normalised score is equal to 0. For more details regarding normalising RI1 data see [5].

*HRST are people who fulfil one or other of the following conditions: (1) have successfully completed a tertiary level education; (2) not
formally qualified as above but employed in a scientific and technical occupation where the above qualifications are normally required (see
[10]).

® The minmax procedure was used.
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GWR model defined by formula (2) seems to be not sufficient for socioeconomic variables that have global effects
and are independent from individual location. In addition, it appears inadequate for local categorical variables,
since spatially varying parameters associated with such variables may have no meaning. For such situations, mixed
GWR (MGWR) model was developed. This model can be formulated as follows [4]:

Yi = B X + B, (U, vi;h) X, +u; Vie{l,..,N} ©)

where X represents k. explanatory variables with constant coefficients ( 4.), and X,, represents k, explana-
tory variables with spatially varying parameters ( /3, ). It should be noted that k =k. +k, . All remaining terms of

model (3) were defined above. Already Fotheringham et al. [3] dealt with the issue of MGWR estimation defined
in (3). They proposed seven-step estimation; however, this approach has appeared somewhat intensive in terms of
computation. In [7], less demanding, a two steps methodology based on partial linear models can be found.
Geniaux and Martinetti also used this methodology and we will follow this approach in our empirical analysis. For
more details, see [4].

3 Empirical Results

The distribution of innovation processes (represented by most cited scientific publications worldwide) across the
European regions suggests that, the strength of the influence of particular determinants of innovation may vary in
given locations. Thus, the problem of spatial heterogeneity should be considered. Next, we will assume that the
expected value of most cited scientific publications is a function of R&D expenditure in the public sector and
Human resources in science and technology. In addition, we hypothesize that there is still a gap between post-
socialist and “western” countries in terms of elite publications. For this reason, the model includes global dummy
variable reflecting political history of the region and global interactive dummy variable with human resources
variable.

The process of estimating of a MGWR model starts with weighting scheme selection. We decided for Gaussian
weighting scheme with fixed® bandwidth parameter h (see Table 2) calibrated by cross—validation optimization
procedure. The selected results of MGWR estimation (minimum, lower quartile, median, mean, upper quartile,
maximum) in comparison to OLS estimation are presented in Table 2. The evidence for spatial heterogeneity is
already supported by basic statistics. For instance, parameter estimate of HRST (Human resources in science and
technology) is varying even from negative values -0.0361 upto 0.6970 with median value 0.2460, while the global
OLS parameter estimate is 0.3320. The minimum and maximum values of estimated MGWR parameters indicate
how varied the influence of a given innovation input may be in a particular region. As for global OLS estimation,
we can see thatall parameters are statistically significant except the parameter associated with EXP variable. This
was unexpected but at the same time, we can see based on the local regressions that this factor was significant in
up to 54.55% of cases. Consequently, R&D spending in public sector seems to be essential for producing and
improving regional scientific activities. The MGWR estimation results reveal that the most important determinant
of most cited publications is HRST variable. Its significance was confirmed in 97.27% of cases.

Based on the MGWR model, we also examined the differences between post-socialist and “western” countries in
terms of elite publications and the question whetherthe effect of human resources varies by political history of the
region. The results verified our assumptions that the political history of the region still matter and that the effect
of human resources varies by political history of the region. Both global dummy variables are statistically signifi-
cant and they have expected negative signs.

The overview of the estimated local parameters is presented in the form of box and significance maps in Figure 2
and Figure 3.

® Accordingto preliminary estimates and analyses, we concluded to prefer the model with fixed weighting scheme to the model with adaptive
one.

120



MGWR (Gaussian kernel functions with fixed bandwidth, h=3.793)
First Third Percent of Global
Min. Quartile Median | Mean Quartile Max. significant (OLS)

casesat 95 %

0.3556
yiA 00353 | 03218 | 03413 | 03310 | 0.3563 0.4704 100% (0.0000)
p(B®) | o1 | 00034 | 0085 | 00713 | 0120 | oart | s | oo
A(HRST) | -00361 | 01442 | 02460 | 02704 | 03762 | 06970 97.27% (8'(3)8(2)8)
-0.1465 -0.1504

DUM _
$>(DUMosoc ) (0.0260) (0.0000)
-0.0848 -0.2157

DUM HRST _
Al ) (0.5332) (0.0032)
AIC -476.852 -395.826
R? 0.6701

I Lower outlier (0) [-inf: -0.205]
I <25% (55) [0.205: 0.144)

[ ] 25%-50% (55) [0.144:0.248)
[ 0% -75% (35) [0.246 - 0.376]
I - 75% (55) [0.376: 0.725]
I vpeer outlier (0) [0.725 : inf]

Norwegian Sea )

Table 2 Summary of MGWR estimation
Note: p-values in parenthesis.
Source: own calculations in RStudio

B <001 202)
1 .01, 0.05) (12)
] mos, 01103 ¢

(3 vegian Sesa,

Figure 2 Human resources in science and technology: box map of local parameter estimates (left) and signifi-

Bl Lower outier (0 [-inf: -0.192]

I < 25% (55) [-0.192 : -0.003]

] 25%-50% (55) [-0.003: QOB e o
[] 50%-75% (55) [0.086:0.122]
B - 75% (51) [0.122:0.311)
- Upper outlier (4) [0.311 :inf]

cance map (right)

M -o00105m)
[ o1, 0.08) 23)

¢

[] 005001013 55 5es

(B7)

UKR/

Figure 3 R&D expenditure in the public sector: box map of local parameter estimates (left) and significance map

(right)
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4 Conclusion

In this paper, MGWR approach has been exploited as a tool for analysing spatial heterogeneity of top -level scien-
tific publications of the European regions. Based on the MGWR estimation, we found out that the both innovation
input parameters vary significantly across the European area. The greatest effect of R&D expenditure (highest
parameter values, see Figure 3 (left)) is evident for regions that are classified as low and moderate performers in
terms of most cited publications (see Figure 1). These are mainly regions with post-socialistic history, regions of
Scandinavian countries, and regions of Spain, Greece and south Italy. Almost opposite situation applies to the
human resources variable as we recorded low parameter values (see Figure 2 (left)) for already mentioned regions
and high parameter values are evident for high and strong performers in terms of most cited publications. In addi-
tion, we found out that the effect of human resources varies by political history of the region. Despite the fact that
the countries of Central and Eastern European countries have undergone a difficult process of post-socialist trans-
formation, these regions are still lagging. Our results invoke local R&D policy implication notregion wide policy
implication.
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Bilevel Linear Programming under Interval Uncertainty
Elif Garajoval, Miroslav Rada?, Milan Hladik3

Abstract. Bilevel linear programming provides a suitable mathematical model for
many practical optimization problems. Since the real-world data are often inaccurate
or uncertain, we consider the model under interval uncertainty, in which only the lower
and upper bounds on the input data are available and we assume that the uncertain
coefficients can be perturbed independently within the given intervals.

Building on the theory of interval optimization and bilevel linear programming, we
study the basic properties of bilevel interval linear programs from both a theoretical
and a computational point of view. In our study, we focus on the main problems solved
in interval optimization, such as computing the range of optimal values, checking the
existence of feasible and optimal solutions and testing unboundedness of a scenario in
the interval program.

Keywords: bilevel programming, interval uncertainty, optimality

JEL Classification: C44, C61
AMS Classification: 90C70

1 Introduction

Throughout the recent years, bilevel programming models [5, 2] have been successfully applied in solving a wide
range of practical optimization problems. In such models, we consider a hierarchical structure of decision making
consisting of two levels represented by two nested optimization problems—the leader (upper-level) problem and
the follower (lower-level) problem. Mathematically, we solve a problem in the form

min  f(x,y)
x’y
s.t.  (x,y) €X,
y € argmin{g(x, y) s.t. (x,y) € Y},
y

for the given constraint sets X, Y. In this paper, we focus on the bilevel programming models with a linear objective
function and linear constraints on both levels [1, 9]. Although this is perhaps the easiest special case, it is still
difficult to tackle and several decision problems related to bilevel linear programming were, in fact, proved to be
NP-hard [6].

Since uncertainty is an ever-present issue in real-world optimization problems, attention has also been devoted
to exploring bilevel models with inexact, vague or imprecise data. Here, we adopt the approach of interval
programming, assuming that only lower and upper bounds on the inexact data are known and that the values can
be perturbed independently within these bounds. While the topic of single-level linear programming with interval
data is quite well-studied (see e.g. [4, 15, 10] and references therein), only a handful of works are available for
bilevel interval programming problems [11, 12, 14].

We derive several results on the theoretical and computational properties of bilevel interval linear programs. First,
we build on and revise the former results [3, 13] on computing the best and the worst value, which is optimal for
some scenario of the interval problem (this is also known as the problem of computing the optimal value range).
Then, we prove that the decision problems of checking existence of feasible and optimal solutions are NP-hard for
bilevel interval linear programming. Furthermore, we also show NP-hardness of checking unboundedness of at
least one scenario of the interval program.

1 Charles University, Faculty of Mathematics and Physics, Dept. of Applied Mathematics, Malostranské ndm. 25, Prague, Czech Republic;
Prague University of Economics and Business, Dept. of Econometrics, ndm. W. Churchilla 4, Prague, Czech Republic, elif @kam.mff.cuni.cz
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2 Bilevel Interval Linear Programming

Let us first introduce the essential notions and notation of interval programming and bilevel programming used
throughout the paper. Note that all inequality relations on the set of matrices and vectors are understood element-
wise.

Interval data. Let the symbol IR denote the set of all closed real intervals. Given two real matrices A, A € R""
satisfying A < A, we define an interval matrix A € IR™" as the set

A=[AAl={AeR™": A< A <A}

where A is the lower bound and A is the upper bound of the interval matrix. Alternatively, an interval matrix can

be also determined by the center A, = %(Z + A) and radius Ap = %(Z — A). An interval vector a € IR" can be
defined analogously as an n X 1 interval matrix.

Bilevel interval programming. For given interval matrices Ay € IR™>*™ A, € IR™™M By € IR"™*"2,
B, € IR™™_ interval objective vectors ¢ € IR™,d € IR™,a € IR™ and interval right-hand-side vectors
by € IR™, by € IR™, we define a bilevel interval linear program (BILP) as the set of all bilevel linear programs
in the form

min  cTx+dly
x,y>0

s.t. Aix+ By = by, €))

y € argmin{a’ y s.t. Boy > by — Aox},
y20

where the coefficients of the bilevel program belong to the respective intervals (A; € Ay, Ay € Aj etc.). A specific
bilevel linear program in the set is called a scenario. For simplicity of notation, we also write the former interval
problem in the concise form with interval coefficients as

min cfx+dly
x,y>0

s.t. Ax +B1y > by, 2)

y € argmin{a’ y s.t. B3y > by — Asx}.
y=0

Dependency problem. Note that the formulation (2) of a bilevel interval linear programming problem is not the
most general, since we only consider constraints expressed by inequalities with non-negative variables on both
levels. When dealing with interval coefficients in the programs, it is not always possible to apply the standard
transformations to convert a given problem into the desired form and programs in different forms may have to be
treated separately (see [8] for details).

Feasibility and optimality. For a given solution (x,y) € R™*" to be feasible for the bilevel program (1), we
need to ensure that it satisfies both the upper-level and the lower-level constraints, i.e. that it belongs to the
constraint region

S={(x,y) € R™M+2 Aix+ By = by, Ayx + By > by, x,y > 0}.

Furthermore, the vector y has to be a rational response of the follower to the leader’s choice x (i.e., the vector y
has to be an optimal solution of the lower-level problem for the fixed x):

M(x)={y eR™ :yecargmin{a’ ys.t. Byy > by — Ayx, y > 0}}.

Then, the set of all bilevel feasible solutions, also known as the inducible region, is the set of all pairs (x,y) € S
such that y € M(x).

For the interval programming problem, we consider the feasible and optimal solutions in the weak sense: a given
solution (x, y) € R™*"2 is (weakly) feasible, if it is a feasible solution for at least one scenario of the bilevel interval
linear program. Analogously, a given (x, y) is (weakly) optimal, if it is optimal for some scenario of the BILP.
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Example 1. Consider the bilevel interval linear program

min -—-x-y
x,y20 3)
s.t. yeargmin{[-1,1]y s.t. 3x =2y < 12, 2x+y < 15, -3x+5y < 10}. (

y=0

The polygon forming the constraint region of problem (3) is depicted in Figure 1. To find the weakly optimal
solutions, we need to examine the possible scenarios of the interval program. In this case, there is only a single
interval coefficient in the lower-level objective ay = [—1, 1]y.

We can observe that for any choice of the objective coefficient a € [—1, 0), the optimal solution of the follower’s
problem will be on the upper boundary of the polygon. Similarly, for the values a € (0, 1], the optimal solutions
(and thus also the points of the inducible region) lie on the lower boundary. For a = 0, the entire polygon is
optimal. The corresponding optimal solutions from the inducible regions in the 3 cases are (5,5), (6,3) and
(5,5), respectively. Therefore, the weakly optimal solution set of BILP (3) is {(5, 5), (6, 3)}, with the best optimal
value —10 and the worst optimal value —9.

—_— N W R W

Figure 1 The constraint region of bilevel interval linear program (3). The bold lines depict the inducible region of
the program for the lower-level objective a < 0 (left) and a > 0 (right), the square vertices represent the optimal
solutions.

3 Properties of Bilevel Interval Linear Programs

Optimal value range. One of the main problems solved in all areas of interval programming is the so-called
optimal value range problem, whose goal is to compute the best and the worst possible value that is optimal for
some scenario of the given interval program. In the previous works [13], the authors proposed to compute the
optimal values for a restriction of scenarios, for which some of the choices of interval coefficients are fixed:

min  cx+d'y

x,y=>0
s.t. Aix+Biy>b, 4)
y € argmin{al y s.t. Byy > b, — Aax},
y=0
as the best-value program, and,
—T
min cx+d y
x,y=>0
s.t. Ax+B,y> b, 5)

y € argmin{a’ y s.t. B,y > by — Ayx},
y=0

as the worst-value program. The idea is similar to the computation used in single-level interval linear program-
ming [4] and exploits non-negativity of the variables to find the extremal values. It should, however, be noted
that these scenarios do not yield the best possible and the worst possible optimal value of the BILP, in general.
This discrepancy is caused by the fact that expanding or reducing the lower-level feasible set may be beneficial or
detrimental to the leader’s objective value, depending on the specific objective function. We illustrate the issue
through the following example.
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Example 2. Consider two instances of the bilevel interval linear program (note that both x and y are onedimensional)

i d
XIBJISO Y
s.t. x<2, (6)
yeargmin{ -y s.t. x -y > -2, -2x —y > [-8,-5] },

y=0

where the coefficient d in the upper-level objective function is either d = 1 or d = —1. The two extremal scenarios
of the interval program (with right-hand-sides —8 and —5) are depicted in Figure 2.

Let us first examine the instance with d = —1, in which the upper-level objective is the same as the lower-level
objective. In this case, the optimal solutions for the two extremal scenarios are (2,4) and (1, 3), respectively, with
the optimal values —4 and —3. The best optimal value was achieved with the largest constraint set and the worst
optimal value with the smallest constraint set, as proposed in (4) and (5). However, we will see that this is not
always the case.

Consider now the instance with d = 1, where the upper-level and lower-level objectives are opposite. Here, the
optimal solutions for the two extremal scenarios are (0,2) and (2, 1), respectively. The best optimal value 1 was
achieved in for the smallest constraint set, while the worst optimal value 2 was achieved for the largest constraint
set.
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Figure 2 The two extremal scenarios of BILP (6) with the largest constraint set (left) and the smallest constraint
set (right). The inducible regions are highlighted by the thick black line.

Example 2 shows that the choice of the lower-level coefficients in computing the best or the worst optimal value
cannot be pre-determined, since it depends on the specific objective function considered in the problem. However,
at the upper level, the choices can be made as proposed in the former work.

Proposition 1. The best optimal value of BILP (2) can be computed as the best optimal value of the bilevel interval
linear program

min cTx+dly
x,y>0 — -
s.t. Aix+Biy 2 b, (7)
y € argmin{a’ y s.t. B3y > by — Ajx}.
y=0

Proposition 2. The worst optimal value of BILP (2) can be computed as the worst optimal value of the bilevel
interval linear program

—T

min ¢ x+d y

x,y>0

s.t. Ax+B,y> b, (®)

y € argmin{a’ y s.t. B3y > by — Asx},
y=0

Both results can be proved in the same way as for single-level interval linear programming problems (see e.g. [4]),
using non-negativity of the variables.
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Computational complexity. Let us now examine the computational complexity of some decision problems
related to bilevel interval linear programming. It is interesting to note that the form of a BILP considered in
this paper (inequality constraints with non-negative variables) turned out to be the easiest in single-level linear
programming in the sense that several of the generally NP-hard problems are easily solvable for programs in this
special form.

However, since bilevel linear programming is difficult even with real coefficients and no uncertainty present in the
model, there is little hope that the considered interval problems would be easy to solve. Indeed, we show that this
is the case.

First of all, let us consider the feasible and optimal solutions. A natural question is to ask whether a given BILP
even has a feasible (or optimal) solution for at least one scenario. It can be observed that this question leads to an
NP-hard problem, in both cases, because checking the existence of an optimal solution is already NP-hard for the
single-level interval linear programs [7]. Thus, we can prove NP-hardness of the considered decision problems
simply by taking a BILP in the form

min 07x+07y

x,y20

9
s.t. yeargmin{a’y s.t. Byy > by — Ox}. ©)

y20

Now, BILP (9) has a feasible solution if and only if the lower-level interval linear programming problem has an
optimal solution. This yields the following result:

Proposition 3. Checking whether there exists a weakly feasible solution (or a weakly optimal solution) of a bilevel
interval linear program is an NP-hard problem.

Furthermore, we can also show that checking whether some feasible scenario of the BILP has an unbounded
objective value is an NP-hard problem, as well. Again, we utilize a reduction from the problem of checking the
existence of an optimal solution to a single-level interval linear program. In this case, we consider a BILP in the
form

min  —x

x,y20 | ())
s.t. yeargmin{a’ y s.t. Byy > by — Ox}, (

y>0

which is unbounded if and only if it is feasible, i.e. if and only if the lower-level program has an optimal solution.
Thus, we obtain the desired result.

Proposition 4. Checking whether there exists a feasible scenario, in which the value of the upper-level objective
function is unbounded, is an NP-hard problem.

Although all three of the considered decision problems are NP-hard in the general case, there still may be special
classes of BILPs (that are not fully interval), for which at least some of the problems can be efficiently solved.

4 Conclusion

We examined some of the basic properties of the bilevel linear programming problem with interval data. For the
optimal value range problem, we have shown through a counterexample that the formerly proposed method does not
always consider the scenarios yielding the best and the worst optimal values and we have revised the derived results
accordingly. From a complexity-theoretical point of view, we have proved that three of the decision problems
connected to the properties of bilevel interval linear programs are NP-hard, namely the problem of checking the
existence of a weakly feasible or a weakly optimal solution and the problem of checking unboundedness of at least
one scenario of the program.

Acknowledgements

The authors were supported by the Czech Science Foundation under Grant P403-20-17529S. E. Garajovad and
M. Hladik were also supported by the Charles University project GA UK No. 180420.

127



References

[1] Bard, J. F.: An Efficient Point Algorithm for a Linear Two-Stage Optimization Problem. Operations Re-
search 31 (1983), 670-684.

[2] Bialas, W., and Karwan, M.: On two-level optimization. IEEE Transactions on Automatic Control 27 (1982),
211-214.

[3] Calvete, H. 1., and Galé, C.: Linear bilevel programming with interval coefficients. Journal of Computational
and Applied Mathematics 236 (2012), 3751-3762.

[4] Chinneck,J. W., and Ramadan, K.: Linear programming with interval coefficients. J Oper Res Soc 51 (2000),
209-220.

[5] Dempe, S., Kalashnikov, V., Pérez-Valdés, G. A., and Kalashnykova, N.: Linear Bilevel Optimization
Problem. In: Bilevel Programming Problems: Theory, Algorithms and Applications to Energy Networks
(Dempe, S., Kalashnikov, V., Pérez-Valdés, G. A., and Kalashnykova, N., eds.), Energy Systems. Springer,
Berlin, Heidelberg, 2015, 21-39.

[6] Deng, X.: Complexity Issues in Bilevel Linear Programming. In: Multilevel Optimization: Algorithms
and Applications (Migdalas, A., Pardalos, P. M., and Virbrand, P., eds.), Nonconvex Optimization and Its
Applications. Springer US, Boston, MA, 1998, 149-164.

[7]1 Garajova, E., and Hladik, M.: Checking weak optimality and strong boundedness in interval linear program-
ming. Soft Computing 23 (2019), 2937-2945.

[8] Garajova, E., Hladik, M., and Rada, M.: Interval linear programming under transformations: Optimal
solutions and optimal value range. Cent Eur J Oper Res 27 (2019), 601-614.

[9] Hansen, P., Jaumard, B., and Savard, G.: New Branch-and-Bound Rules for Linear Bilevel Programming.
SIAM Journal on Scientific and Statistical Computing 13 (1992), 1194—-1217.

[10] Hladik, M.: Optimal value range in interval linear programming. Fuzzy Optim Decis Making 8 (2009),
283-294.

[11] Li, H., and Fang, L.: An Efficient Genetic Algorithm for Interval Linear Bilevel Programming Problems. In:
Ninth International Conference on Computational Intelligence and Security. 41-44.

[12] Li, H., and Fang, L.: An Evolutionary Algorithm Using Duality-Base-Enumerating Scheme for Interval
Linear Bilevel Programming Problems. Mathematical Problems in Engineering 2014 (2014), e737515.

[13] Mishmast Nehi, H., and Hamidi, F.: Upper and lower bounds for the optimal values of the interval bilevel
linear programming problem. Applied Mathematical Modelling 39 (2015), 1650-1664.

[14] Ren, A., and Wang, Y.: A cutting plane method for bilevel linear programming with interval coefficients.
Annals of Operations Research 223 (2014), 355-378.

[15] Rohn, J.: Interval linear programming. In: Linear Optimization Problems with Inexact Data (Fiedler, M.,
Nedoma, J., Ramik, J., Rohn, J., and Zimmermann, K., eds.). Springer US, Boston, MA, 2006, 79—-100.

128



An Efficiency Comparison of the Life Insurance Industry in
the Selected OECD Countries with Three-Stage DEA Model

Biwei Guan !

Abstract. In this paper, we use the three-stage data envelopment analysis model to
evaluate the efficiency score of 12 life insurance markets from OECD and make a
comparison of them. In the first stage, we used the basic DEA model, and in the sec-
ond stage, we use stochastic frontier analysis slack regression to remove the impact
of environmental effects and statistical noise on the efficiency score. After the adjust-
ment according to the second stage, we recalculate the efficiency score of each market.
We find the environmental factors have little effect on the German, Ireland and Italy
life insurance market, they perform great. But the environmental factors have a heavy
effect on Belgium, Greece and Hungary. After removing the influence of environmen-
tal factors, the technical efficiency of Belgium, Greece, and Hungary decreased sig-
nificantly.

Keywords: Panel data, Three-stage DEA model, Life-insurance, OCED countries
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1 Introduction and Literature Review

In recent years, efficiency measurement related to the insurance industry was popular and attracted many regula-
tors' and investors' attention. Eling and Luhnen [7] mentioned from 2000 to 2010, more than 90 studies focused
on the efficiency measurement of insurance industry. Kaffash et al. [13] pointed out that from 1993 to 2018, 132
studies on the application of DEA in insurance industry were published. Nowadays, the number of research on this
topic has continued to grow. For the measurement of efficiency, there are two main methods: stochastic frontier
analysis (SFA) and data envelopment analysis (DEA). In the beginning, Farrell [9] introduced the basic DEA
model to evaluate the efficiency of modern companies; on this basis, Charnes et al. [2] and Banker et al. [1]
introduced the CCR model and BCC model respectively. Later, some researchers pointed out that the traditional
DEA model ignored the influence of environmental effects and statistical noise on decision-making units (DMUSs).
Fried et al. [10] proposed a three-stage DEA model to eliminate the influence of the above two factors.

The purpose of this paper is to compare the efficiency of 12 OECD life insurance industries from 2013 to 2019
through the three-stage DEA model. In the second stage, the stochastic frontier analysis (SFA) slack regression is
helped to eliminate the influence of environmental effects and statistical noise on decision-making units, to obtain
more accurate efficiency score. This paper is divided into four sections. Section 2 is data and methodology, here
we will introduce the specific information of the three-stage DEA model, and explain the source of the data and
why it was chosen. Section 3 is the empirical results, in this part, the efficiency score of each insurance markets
will be shown, and the comparison of these results. The last part is the conclusion, which includes the main con-
tribution and key findings of this paper.

In previous efficiency studies, the types and numbers of insurance markets selected are different. Diacon [4] ap-
plied the DEA model to analyze the technical efficiency (TE) of the 6 OECD general insurance markets; Diacon
et al. [5] studied the pure technical efficiency (PTE) and scale efficiency (SE) of 15 OECD life insurance markets
through the DEA model; Davutyan and Klumpes [3] studied the TE, PTE and SE of 7 OECD life insurance
markets and non-life insurance markets under the DEA model. Huang and Eling [12] pointed out that the relation-
ship between solvency and efficiency of insurance firms is positive; Hardwick et al. [11] mentioned that the cost
efficiency (CE) of the life insurance companies is directly proportional to the existence of audit committees and
inversely proportional to the existence of external directors; Yakob et al. [15] concluded that risk management is
significantly related to investment management efficiency (IME). Therefore, efficiency measurement plays an
important role in the analysis of the insurance industry and is the basis of all deeper analyses. In this paper, we
will calculate the value of TE, PTE, and SE of 12 selected OECD life insurance industries. In the second stage of
the DEA model, in addition to the inputs and outputs variables required in the traditional model, we also need to

1 VSB — Technical University of Ostrava, Department of Finance, Sokolska t¥. 33, Ostrava 70200, Czech Republic, biwei.guan@vsb.cz
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select environmental variables. Huang and Eling [12] also selected the ratio of shareholder equity to assets, liabil-
ities to liquid assets ratio, and premiums to surplus ratio as indicators of the insurance market regulatory environ-
ment. In the existing research, the choice of input variables and output variables are also very different. Kaffash et
al. [13] found that as output variables, "premiums" accounted for 50.82%, "losses and incurred losses" accounted
for 22.13%, and "investment income" accounted for 21.31%, while as input variables, "the number of employees",
"capital debt", "equity capital” and "materials and business services" accounted for 60.72%, 49.18%, 37.7%, and
32.79% respectively. The variables we selected are slightly different from the above variables, which we will

explain in detail in the next chapter.

2 Data and Methodology
2.1 Data

This paper selects the relevant data of 12 OECD life insurance markets from 2013 to 2019, the data mainly from
OECD (2014-2020). The input variables generally used in the previous studies are mainly divided into three cat-
egories, namely labor input, capital input, and other material input. (Eling and Jia [6]; Eling and Schaper [8]; and
Eling and Luhnen, [7]). However, we did not find the number of employees only in the life insurance market, thus,
in this paper, the number of companies, debt capital and equity capital are chosen as the input indicators. When
considering output variables, we can consider the social functions of insurance industry. One of the very important
function undertaken by insurance is risk protection. In this paper, we choose the sum of net income plus gross
technical provisions and the total investments as the output variables. In the selection of environmental variables,
we consider the macroeconomic environment of the whole market and the industry environment of the life
insurance market itself. We choose the growth of GDP, insurance density and market share as related variables.

In the Three-stage DEA model, we will use SFA slack regression in the second stage to remove the impact of
environmental effects and try to adjust the selected DMUs to the same external environment. Table 1 presents the
sample summary statistics. From Table 1, we can see that in the input variables, the degree of dispersion of the
debt capital is very large; in the output variables, the degree of dispersion of both is very large; in the environment
variables, the degree of dispersion of insurance density is largest. Through the observation of the results in Table
1, itis not difficult to find that the maximum values of most indicators are far higher than their average values. If
we observe the original data, we will find that this is because the input and output values of the German life
insurance market are much higher than those of other markets, which is also the main reason for the high dispersion
of various indicators. At the same time, we also find that equity capital is much lower than debt capital, while the
two output variables are close.

Unit Min Mean Max Std. dev.
Panel A: Input variables
Number of companies 1 2 35.10 93 24.61
Debt capital Million US dollars 2761 215989 1264290 329010
Equity capital Million US dollars 167 6927.70 25254 7321.54
Panel B: Output variables
Total investments Million US dollars 1407 197433 1427913 341112

Net income + Technical provisions ~ Million US dollars 2225 194739 1206903 304032
Panel C: Environmental variables

Insurance density US dollars 141 4953.74 48768 10536
Market share % 0.10 1.41 8.40 1.74
Growth of GDP % -3.241 2.556 25.163 3.203
Number of observations 672

Table 1 Summary of Sample Statistics of 12 OECD L.ife Insurance Industries

2.2 Three-Stage DEA Model

Data envelopment analysis is suitable for the evaluation of complex multi-output and multi-input problems. We
can use DEA model to calculate many kinds of efficiency scores. In this paper, we mainly focus on TE, PTE and
SE of the life insurance industry. Table 2 describes these three kinds of efficiency in detail.
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Term Description Decomposition
Technical Efficiency TE reflects the ability of a manufacturer to maximize output un- TE=SE>PTE
der a given input, the returns to scale are fixed.
Pure Technical Effi- PTE reflects the production efficiency of the inputs of the DMU  PTE=TE/SE
ciency at the optimal scale, the returns to scale can be changed.
Scale Efficiency SE reflects the gap between the actual scale and the optimal pro- SE=TE/PTE
duction scale.

Table 2 DEA Efficiency Terms

The First Stage: Calculate Efficiency using Unadjusted Input or Output Variables

In this paper, we select the input-oriented BCC model (Banker et al. [1]) and input-oriented CCR model (Charnes
et al. [2]) to calculate the required efficiency. The assumption of the CCR model is that in the production process,
the scale return is fixed. When the input changes in proportion, the output should also change in proportion. For
the input-oriented CCR model, there are the following constraints:

min 6 (8]

st Y Axy < Oxy 2

Ximi A2 Yy 3)
4i20i=1,2..,nj=123 .,nr=12.,n 4

where x;; represents the i-th inputs on the j-th DMU, y,; represents the r-th outputs on the j-th DMU, they are scalar
vectors, here are three inputs, two outputs and 12 DMUS; J; is a scalar vector, and & is an input radial measure of
technical efficiency. Among them, the optimal solution is 8 * 1-6 * represents the maximum input that can be
reduced without reducing the output level at the current technical level. A larger 6 * means a smaller amount of
input can be reduced, which means higher efficiency. When @ * = [, it means that DMU is in a technical effective
state currently.

BCC model has almost the same constraints as the CCR model. The only difference is that in the BCC model,
there is also a constraint on A, which can basically ensure that manufacturers of similar size are compared with
manufacturers that are not valid, rather than manufacturers with large gaps. The constraint is as follows:

i A=1 (5)
The Second Stage: Adjusting Input or Output Variables with SFA Slack Regression

When using SFA slack regression to regress the slack variables in the first stage, we need to consider whether to
adjust the input and output variables at the same time or to adjust only one of them. Fried et al. [10] proposed that
this depends on the type of oriented we choose in the first stage. In this paper, we choose the input-oriented, so in
the second stage, we only adjust the input variables. In addition, Fried et al. [10] mentioned that we should perform
a separate regression for each different slack variable, which allows environmental variables to have different
effects on different slack variables. We can construct the following SFA slack regression functions:

Sni = f (Zi; Br) + Vni + Ui (6)

i=12,...1: n=1,2,...N (7

where S, is the slack value of n-th inputs on i-th DMU; Z; represents the environmental variables, g, represents

the coefficient of environmental variables; v, represents the statistical noise and g, represents the managerial

inefficiency. v~N (0, o,) is the random error term, it can represent the influence of statistical noise on input slack
variables; ~N" (0, 5,°) can represents the influence of managerial inefficiency on input slack variables.

As mentioned earlier, using SFA slack regression helps to eliminate the influence of statistical noise and environ-
mental effects. Therefore, we need to adjust the input variables. The adjustment formula is as follows:

Xn = Xpi + [max (f (Zi;,én)) - f (Zi;:én)] + [max(vy;) — vyl (8)
i=1,2,...I; n=12,...N 9)
where X2, represents the adjusted input variables; X,,; is the original input variables; [max (f(Zi,~Bn)) -f(Zi,~Bn)]

represents the adjustment of input variables based on the environmental effects; [ max(v,,)-v,,] represents the ad-
justment of input variables based on the statistical noise. To calculate the statistical noise, we have the following
formulas:

Ae
&) | Ae
—Z += 10
) 6] 10

E(ule) = o. X[
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o =,0,*+0,? (12)

=2 (13)
E[nilvni + tnil = Spi — f(Zi; Bn) — Eltini|Vni + il (14)
The Third Stage: Calculate Efficiency using Adjusted Input or Output Variables

In this stage, the adjusted input variables are re-applied to the DEA model of the first stage to obtain a new effi-
ciency score. Compared with the results of the first stage, the adjusted results will be more accurate, because all
DMUs are adjusted to the same external environment, and the impact of statistical noise is proposed.

3 Empirical Results

In the first stage, using DEAP 2.1 can help us get the initial efficiency score of TE, PTE, and SE; then in the second
stage, using Frontier 4.1 can help us adjust the input variables, in the second stage, we use the input orientation
and select the cost function; in the third stage, we use the adjusted input variables and use DEAP 2.1 recalculate
the adjusted efficiency score. There are 12 life insurance industries as the DMUs, the period is seven years, from
2013 to 2019. When we use DEAP 2.1 to calculate the efficiency score, we first need to choose the specific model
to use. We selected 12 decision-making units for seven years. Unlike the direct calculation of section data, when
we use panel data, we have two options. We can split the panel data into cross-section data and calculate the
efficiency score respectively and summarize them; or use the Malmquist model, directly use the panel data. The
Malmquist model can be used to measure productivity change, the productivity change can be decomposed into
technical change and technical efficiency change. Through the Malmquist model, we can also get TE and PTE of
each market every year, and then we can calculate SE. But there is a problem: when we use the Three-stage DEA
model, in the second stage, when we adjust the input variables, we need to use the input slacks. Using the
Malmgquist model can not get input slacks. Thus, we choose the first way to deal with the application of panel data
in DEAP 2.1. Table 3 (a) presents the initial efficiency score of the DMUs.

(a) Initial efficiency score from stage 1 (b) Adjusted efficiency score from stage 3

TE PTE SE TE PTE SE
Belgium 0.961 0.992 0.969 0.527 0.999 0.528
Denmark 0.952 0.977 0.974 0.932 0.987 0.944
Finland 0.993 0.996 0.997 0.908 0.997 0.911
Germany 1 1 1 1 1 1
Greece 0.832 0.977 0.844 0.291 0.996 0.292
Hungary 0.978 1 0.978 0.232 1.000 0.232
Ireland 0.995 0.997 0.997 0.996 0.998 0.999
Italy 0.971 0.978 0.993 0.968 0.979 0.988
Luxembourg 0.982 0.985 0.997 0.946 0.995 0.951
Poland 0.983 0.984 0.998 0.753 0.989 0.762
Portugal 0.954 0.956 0.998 0.761 0.970 0.784
Spain 0.933 0.959 0.973 0.823 0.968 0.850

Table 3 Summary of Efficiency Score from Stage 1 and Stage 3

From Table 3 (a), we can see that all the initial efficiency scores of Germany are 1, which shows that in the German
life insurance markets, input resources are not wasted, and all inputs are completely and effectively converted into
output. Among them, Greece has the lowest TE and SE, Portugal has the lowest PTE; the PTE has the lowest
degree of dispersion, indicating that the PTE of each industry is not very different. One of the reasons is when
calculating PTE, returns to scale are variable. In the second stage, we use SFA slack regression to analyze the three
input variables separately and calculate the new input variables after eliminating the influence of environmental
effects and statistical noise. We compare the original input variables with the adjusted input variables, and the
results are shown in the three graphs (a, b, c) in Figure 1.
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Figure 1  Comparison of the Changes of the Input Variables

For Figure 1(a), it is not difficult to find that after eliminating the influence of the external environment and sta-
tistical noise, the value of the number of companies has been greatly increased. In particular, in the Greece life
insurance market, the number of companies increased by more than 250% in 2018 and 2019. Among them, the
change in Germany is the most average and almost the smallest. Spain changed little in 2013 and 2014. From
Figure 1(b), we can see that there is an obvious difference between the original debt capital and the adjusted ones,
especially the Greece life insurance market and the Hungary life insurance market. Germany remains the least
changed market, and Denmark, Ireland, Italy, and Luxembourg have barely changed. The biggest change is the
value of the Greece life insurance market in 2016, which is about 450%. In all life insurance markets, the adjust-
ment ratio of debt capital between 2013 and 2019 is similar every year, except Greece and Spain. From 2016 to
2019, the adjustment ratio of debt capital has increased significantly compared with the previous three years. From
Figure 1(c), we can see that the adjustment of equity capital is roughly the same as that of debt capital. The differ-
ence is that the equity capital adjustment ratio of the Luxembourg life insurance market is much larger than that
of debt capital. We can also see that for equity capital, the adjustment range of each market is significantly larger
than that of debt capital, and the highest adjustment range is the Hungary life insurance market. In 2016, the
adjustment ratio exceeded 5000%.

After obtaining the adjusted input variables, we calculate the relevant efficiency scores with the new input varia-
bles. The results are shown in Table 3(b). From Table 3(b), we can see that the efficiency score of the German life
insurance market remains at 1. In order to feel the difference between the original efficiency score and the adjusted
efficiency score more intuitively, we made Figure 2.

1000 e — TN e — —
2 D, W / / N Initial TE
N S - =
0800 // \ / Sisa.m T Adjusted
/ \ J TE
0.600 / \ j Initial SE
3 /
0.400 \ / = = = Adjusted SE
AN
4
0.200 S

Belgium Denmark Finland Germany Greece Hungary Ireland Italy Luxembourg ~ Poland Portugal Spain

Figure 2 Comparison of Initial Results and Adjusted Results

From Figure 2, we can see that after adjusting the input variables, the efficiency score rankings of the Hungarian
life insurance market and the Greek life insurance market are exchanged. Although other markets have changed
in varying degrees, almost all of them remain in the original ranking. We also can find that the technical efficiency
and scale efficiency of each market have decreased significantly, but the pure technical efficiency has increased
slightly. The three most changing life insurance markets are Hungary, Greece, and Belgium. There is little change
in the efficiency scores of Ireland and Italy, which shows that environmental variables have little influence on
these two markets.

4 Conclusion

This paper analyzes the efficiency of 12 life insurance markets. As members of OCED and EU, these 12 markets
have high comparability. We calculated and compared the technical efficiency, pure technical efficiency, and scale
efficiency of these markets from 2013 to 2019.
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In the first stage, we used the input-oriented CCR model and the input-oriented BCC model to get the original
efficiency score; in the second stage, we used SFA slack regression to perform regression analysis on input varia-
bles only, after eliminating the impact of environmental effects and statistical noise, we maintained these 12 life
insurance markets in a more similar environment, and got the adjusted new input variable values; in the third stage,
we used the new variables to recalculate the relevant efficiency score, the original efficiency and the adjusted
efficiency have more significant changes. By comparing the efficiency scores of life insurance markets in the first
and third stages, we find that the Hungarian life insurance market and Greek life insurance market are most sig-
nificantly affected by environmental variables, while the Irish life insurance market and Italian life insurance mar-
ket are almost unaffected. In the first stage, the efficiency scores of Belgium, Greece, and Hungary are not bad,
but after the adjustment in the second stage, their efficiency scores are greatly reduced. It can be seen that these
three markets need to pay more attention to their own environment, so as to timely adjust input variables and
reduce losses. In addition, the efficiency score of the German life insurance industry before and after the adjust-
ment is both 1, which is very superior.

In future research, we may will add more environmental variables, and more in-depth study of the specific impact
of each environmental variable on the efficiency value. We will also study the relationship between efficiency and
profitability, as well as the relationship between efficiency and solvency.
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Determination of Wages in Forestry Depending on the

Occurrence of Natural Disasters
David Hampel!, Lenka Viskotova?, Antonin Martinik?3

Abstract. This paper deals with determination of wages in the forestry sector in the
Czech Republic for the last 15 years. The relation between wages and the total felling
volume or salvage felling volume is explored with the aim to build a model usable
in the reforestation simulation study currently being prepared. Results based on the
Czech Republic data are validated by analogous analysis using relevant data from the
Slovak Republic. Data about wages and the volume of logging are obtained from the
Czech Statistical Office and the Statistical Office of the Slovak Republic. Multiple
regression model and vector autoregression model are employed for assessing possible
relationships. The results point to significant dependence of wages on total felling.
Causality in the sense of Granger is verified for the Czech Republic. Differences
between available data and results for the Czech Republic and the Slovak Republic
as well as limitations of this study are discussed. Finally, it is possible to conclude
that the realised model can be incorporated into the prepared reforestation simulation
study to ensure realistic costs determination in such situations as an intensive bark
beetle attack or occurrence of windstorm.

Keywords: forestry in the Czech Republic, forestry in the Slovak Republic, multivari-
ate regression, natural disasters, salvage felling, wages in forestry

JEL Classification: C51
AMS Classification: 62J05

1 Introduction

The research team of our department deals with optimization in reforestation problem from 2012. In [7] and [8]
we presented simulation approach for generating data about forestry economics and estimated cost and revenue
functions entering optimal control problem solved in [10]. In [9] we reestimate underlying functions based on
actual data and recognized that two important factors were omitted in [7]: drought effects and the bark beetle
damage. To improve the simulation, it is necessary to include effects of huge bark beetle damage followed by high
salvage felling volume on economic parameters of forestry.

Development of salvage felling and its composition is depicted in Figures 1 and 2 separately for the Czech Republic
and the Slovak Republic. In detail, windstorm Kyril in 2007 and intensive bark-beetle attack are visible for the
Czech Republic; windstorms in 2004 and 2014 followed by bark beetle attacks are present for the Slovak Republic.
In the global view, we can see huge salvage felling volume increase in 2017-2019 in the Czech Republic and in
2004-2006 in the Slovak Republic. This dramatic change should at least affect labour demand and push to the
wage growth in forestry. Development of forest workers wages is depicted in Figure 3, where we can see increased
dynamics in the years associated with salvage felling increase.

Based on conducted literature research we can declare, that there is a lack of serious information and research
on wages in forestry sector of the Czech Republic. This is in line with [5], where an employment in the Czech
forestry is elaborated from a historical point of view. We can read there, that employment, quantity and structure
of workers is one of the most important factors influencing the development and efficiency of forestry. Despite this
fact the labor force in the forestry of the Czech Republic is the subject of research, in contrast to many developed
countries of the world, only marginally, mostly as an economic cost factor. Systematic scientific research on human
resources in forestry economy is on the outskirts of interest in the Czech Republic.

Paper [1] analyzes prices of works related to timber harvesting and skidding in the selected forest stands. Increasing
wages of forest workers are mentioned there as the impulse for the investments to machinery. Further, study [3]
provides a first-time series of cost factors to be used when modeling and evaluating the cost competitiveness of
forest felling and processing operations on a global scale.
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Figure 1 Total felling with the share of salvage felling in the Czech Republic (left graph) and in the Slovak Republic
(right graph). Source of data: Czech Statistical Office and the Statistical Office of the Slovak Republic.

6 -
55 X107 Czech Republic g x10 : Slovak Republic ,
. T T T
Natural disaster
Natural disaster 5L Pollution
Pollution Insect
2 Insect Other reason
Other reason
— Enpyt
mE E‘
> 15 E,
3 23
21 =
@ B2t
0.5
1+
0 0 | Y
2000 2005 2010 2015 2020 1995 2000 2005 2010 2015 2020

Figure 2 Share of salvage felling caused by specific reason in the Czech Republic (left graph) and in the Slovak
Republic (right graph). Source of data: Czech Statistical Office and the Statistical Office of the Slovak Republic.

More specific information on wages in forestry can be found in professional journals. Ale§ Erber, forest analyst
and professional forest manager, stated in 2018 that forestry had been producing very good economic results in
recent years, and without droughts, wind calamities and bark beetles, they would had been even higher. The
below-average remuneration of forest workers, sole traders and foresters are therefore a paradox, the result of which
is the transfer of human resources to other sectors (see [4]).

The aim of this paper is to estimate and verify the dependency of forest workers wages on the total felling volume
in the Czech Republic and the Slovak Republic. The paper is organized as follows: section 2 describes data and
methods used, section 3 comprises results and the last section concludes.

2 Material and methods

The data about development of forest workers wages and felling volume related to the Czech Republic were
acquired from the Czech Statistical Office, publication Forestry (published annually), available years 2002-2019.
Analogous data about the Slovak Republic were obtained from Statistical Office of the Slovak Republic, DATAcube
database, section 4.1, available years 1997-2019. Because of unexpected behaviour of average wages of forest
workers in total non-state forestry sector, we use wages from state forestry sector available only in the years 2000—
2019. DATAcube database include interesting data on forestry economics including investment in machinery and
economic result, which we include in our analysis for the Slovak Republic.
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Figure 3 Development of average wages of forest workers for total forestry and for partial sectors in the Czech

Republic (left graph) and in the Slovak Republic (right graph). Source of data: Czech Statistical Office and the
Statistical Office of the Slovak Republic.

For description and verification of the dependency of forest workers wages on total felling volume we use regression
model

Wages; = Bo + B1f(Felling;) + &, ey
where Wages are average monthly wages of forest workers (in CZK for the Czech Republic, in EUR for the Slovak
Republic), Felling is total felling volume in m3, & is a random term and ¢ means time index, 7 = 1,...,T, T is

length of time series. Function f is given in general, we explore characteristics turned out to be the best of common
function forms as logarithm, inverse, quadratic and linear. For both countries, linear function form resulting as
the best selection. We check stability of model parameters by Quandt likelihood ratio (QLR) test, see [2], with
resulting presence of structural change. This might be incorporated into model as

Wages; = Bo + B1Felling; + B2D, + B3DFelling; + &, 2)

where D is indicator of time range after structural change: D, = 0 before structural change, D, = 1 when structural
change appears and later. D Felling is element-wise product of Felling and D. For the Slovak Republic we build
also the model

Wages; = Bo + B1Felling; + 82D + B3DFelling; + Bslnvestment, + &, 3)

where Investment means total forestry investment in machinery. For the final estimated models so-called clas-
sical assumptions were tested. Fulfilling these assumptions ensure superior properties of ordinary least squares
estimation method. We realize such testing based on following approaches:

* Correct specification of a model — RESET test;

* Homoskedasticity of an error term — White test, Breusch-Pagan test;

* Serial independency of an error term — Breusch-Godfrey test, Ljung-Box test;

* Normality of an error term — Shapiro-Wilk test, Lilliefors test, Jarque-Berra test.

When dealing with time series regression, it is necessary to avoid so-called spurious regression problem. For this
purpose, we check cointegration of time series included into regression by testing stationarity of residuals. We use
KPSS test for this purpose; stationarity of residues means cointegration of time series and in this case there is no
risk of spurious regression. All mentioned tests are fully described for example in [6] and [11].

Another option how to deal with explored data is to estimate multivariate time series model. We employ vector
autoregressive (VAR) model for this purpose. By this model we can describe and test dependencies between
different lags of variables. Moreover, VAR model can be used for Granger causality testing. Detailed description
of VAR model and related tools can be found in [12].

Level of significance was set to @ = 0.05. The analysis was performed in computational system MATLAB R2020b
and Gretl 2020d.
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3 Results and Discussion

The estimation of the relation of wages and volume of felling for the Czech Republic starts with model (1). Various
forms of function f were examined, linear function was selected finally. The p-value <0.001 of the QLR test
points to the existence of structural break in 2009. This is feasible break because of beginning of economics
crisis impacts in the Czech Republic. This structural change was described by the model (2) and the results of
the estimation are presented in Table 1. Classical assumptions of this model were tested, see Table 4, Model 1,
and we cannot reject proper specification of the model, absence of heteroskedasticity and autocorrelation of the
random term and normality of the random term. Moreover, the possibility of spurious regression was ruled out
with stationary residuals, see KPSS test result. By this model, 93 % of wages variability was explained, what
points out to reasonable quality of the model.

Variable Coeflicient Std. Error t-ratio  p-value
constant  —1307.86 3934.02 -0.332  0.745
Felling 9.53.107* 243.107* 3931 0.002
D 14248.30 4043.11 3.524  0.003
DFelling —-6.41-107* 2.47-107%  -2.591 0.021

Table 1 Estimated model (2) for the Czech Republic

For the data from Slovak Republic, analogous procedure was employed: model (1) was estimated with several
forms of function f resulting with linear function finally. The p-value <0.001 of the QLR test points to existence
of structural break in 2006. This finding was surprising, but we can justified this by broader context of forest
economics in Slovak Republic. It is visible in Figure 4, that windstorm at the end of 2004 followed by high volume
of felling in 2005 and 2006 caused high investments in machinery for the state sector of forestry and high profit for
the non-state sector of forestry (relatively also in state sector) in 2006. This situation was almost replicated in the
years 2014-2016. It is possible to say, that since 2006 Slovak forestry has faced different problems to those before
2006, what reflects into forestry economics. We believe that this explanation confirms estimated structural change.

This structural change was described by the model (2) and estimated, see Table 2. Although this model explains
almost 88 % of wages variability, we can not eliminate possibility of spurious regression, see KPSS test result

supported by Breusch-Godfrey and Ljung-Box tests results pointing to the presence of autocorrelation in random
term (see Table 4, Model 2).
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Figure 4 Investment in machinery (left graph) and economic result (right graph) for total forestry and for partial
sectors in the Slovak Republic. Note that data for private sector were available for the years 2018 and 2019 only.
Source of data: Statistical Office of the Slovak Republic.

Unsatisfactory verification of the estimated model (2) for the Slovak Republic motivates us to find a better model.
When exploring further possibilities, we estimated models also with investment in machinery or economic results
of forestry, including employing different lags of independent variables. As the best candidate model we selected
and estimated model (3) enriched by the investment in machinery variable, see Table 3.

By this manner, we obtain the model with determination of almost 93 %, which does not suffer from spurious
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Variable  Coeflicient Std. Error ~ t-ratio  p-value

const 260.12 128.66 2022  0.059
Felling 5.31-1073 1.76 .10 3.020  0.008
D 265.37 49.69 5340  <0.001

Table 2 Estimated model (2) for the Slovak Republic

Variable Coeflicient Std. Error ~ t-ratio  p-value
const 246.72 101.24 2.437 0.027
Felling 4.49 -1073 1.40 107 3.200 0.006
D 258.50 39.12 6.607  <0.001
Investment 6.35 1.87 3.391 0.004

Table 3 Estimated model (3) for the Slovak Republic

regression or classical assumptions violation, see Table 4, Model 3. Usability of this model in subsequent
reforestation simulation is not clear, because of uncertain development of investment in machinery. Moreover,
such data are not available in the Czech Republic. On the other hand, the parameters of this model only slightly
differs from those of the model in Table 2, what points to the potential usability of Model 2.

Test Model I Model 2 Model 3
RESET test (2" and 3™ powers)  0.243 0.784 0.602
RESET test (2" power) 0.134 0.834 0.584
RESET test ( 3 power) 0.166 0.819 0.556
White 0.601 0.263 0.577
Breusch-Pagan 0.879 0.208 0.672
Breusch-Godfrey 0.358 <0.001 0.219
Ljung-Box 0.272 0.004 0.264
Shapiro-Wilk 0.739 0.911 0.555
Lilliefors 0.390 0.570 0.310
Jarque-Berra 0.893 0.957 0.729
KPSS >0.1 0.039 >0.1

Table 4 Verification of classical assumptions and cointegration relations of estimated models. Tabulated are
p-values of the performed tests.

Finally, estimated models are presented graphically in Figure 5. For the Czech Republic, critical increase of wages
in 2017-2019 is relatively well described. For the Slovak Republic, it is visible, that both models produce very
similar estimate up to the year 2008. From this year, estimate based on investment to machinery shows visibly
better results. Nevertheless, the critical wage increase happened in 2004-2006 is described in acceptable way by
both models. Another possible model was suggested by reviewer of this paper. When we add real GDP per capita
to the model (2), this variable appears as significant. For both countries, Felling remains significant with positive
parameter. Spurious regression was discounted in these models.

Further, we made attempt to model the relationship between forest workers wages and volume of total felling
by vector autoregression model. Because of nonstationarity of original time series we differentiate them and
estimate VAR model on such differences. For the Czech Republic we estimate acceptable VAR(1) model with
three significant parameters. With F-test p-value 0.028 we verify Granger causality from Felling to Wages with
positive impact. For the Slovak Republic we did not find VAR model with significant parameters; we tried to
employ Investment variable as the third time series with the same result. This can be caused by relatively short
time series unsuitable for the VAR model. Vice versa, detected Granger causality in the case of the Czech Republic
should not be overrated for the same reason.
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Figure 5 Original and estimated average wages expressed in 2015 prices for total forestry in the Czech Republic
(left graph) and for state forestry sector in the Slovak Republic (right graph).

4 Conclusions

Based on the achieved results, it can be summarized that we have empirically demonstrated the relation between
the volume of logging and the wages of forest workers in the Czech Republic. An analogous analysis for the Slovak
Republic at least partially confirmed this relationship and, in addition, pointed out the importance of involving
investment in machinery for a quality explanation of the development of forest workers’ wages. This partial
discrepancy is caused, among other things, by the different onset and consequences of calamities in the forestry of
both countries. In conclusion, we can state that we have estimated a significant mechanism that will allow a more
accurate simulation of the impact of major disasters on economic indicators of forestry.
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Efficiency evaluation of the health care system during
COVID-19 pandemic in districts of the Czech Republic

Jana Hanclova!, Lucie Chytilova?

Abstract. The article deals with the assessment and evaluation of the performance of
the health care system in managing the COVID-19 pandemic, which reflects the
situation in 77 districts of the Czech Republic at the time of the 3rd peak (March 6,
2021) with 9130 confirmed positive cases. Data envelopment analysis (DEA) is used
for this research with 4 inputs (population, incidence in the previous 14 days, the
incidence in the previous 14 days at age 65+, capacity of test facilities) and desired
output (number of recovered patients) and undesirable output (number of deaths). The
DEA model includes non-radial measures and non-proportional changes in output
variables.

The results document that it is most appropriate to use the DEA model M3 with the
desired reduction in deaths and an increase in the number of recoveries. For this
model, 35% of districts in the Czech Republic has been effective. The main problem
with failure to be effective was the high number of COVID-19-related deaths.

Keywords: COVID-19, Data envelopment analysis, districts, efficiency, health care
system, undesirable output.

JEL Classification: C61, 100, C44
AMS Classification: 90B90

1 Introduction

The onset of the COVID-19 epidemic was December 31, 2019 in China. The degree of infection varies from
country to country, from district to district. The first case appeared in the Czech Republic (CR) on March 1, 2020.
COVID-19 has since resulted in a high number of deaths and the confirmed cases in the Czech Republic. Figure 1
presents the daily increments of confirmed infected cases from August 27, 2020 to May 25, 2020. Figure 1 also
presents the development of the epidemiological situation as a seven-day moving average (red dashed line) with 3
peaks. The analysis of this article will focus on the latest peak around March 3, 2021.

Measuring the CR’s COVID-19 response performance is an extremely important challenge for health care
policymakers. Also, people and governments in the Czech Republic have been challenged by COVID-19 and its
consequences. Social distancing and personal protective measures became the primary means of controlling the
spread of COVID-19. There is a number of research questions that researchers are looking for answers to.

CovVID-19

— number of infections

Figure 1 Development of the number of infected in the Czech Republic [https://onemocneni-
aktualne.mzcr.cz/api/v2/covid-19]
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In this study, we will focus on assessing and evaluating the efficiency of COVID-19 response performance in the
districts in the Czech Republic during the 3™ peak period on March 6, 2021 with around 9130 infected confirmed
cases.

What are the factors and the structure of the health management system of the COVID-19 pandemic with a focus
on the use of data envelopment analysis (DEA)? Hamzan, Yu and See in [4] examined the relative efficiency level
of managing COVID-19 in Malaysia using network data envelope analysis. A network process consists of 3 sub-
processes - community surveillance, medical care I (health care associated with detected positive people) and
medical care II (care associated with severe patients requiring intensive care). Dlouhy in [3] used a simple DEA
to evaluate the health system efficiency in OECD countries. The researched system included 3 inputs (physicians,
nurses, hospital beds) and 2 outputs (population, life expectancy). The authors documented that health resources
have to be mobilized in a short time. In conclusion, most of the articles that examine the efficiency of systems
during the COVID-19 pandemic are at the country level, respectively. States (USA), focus mainly on efficiency
in hospitals and the structure corresponds to simple and network DEA systems.

This article aims to examine the efficiency of COVID-19 response performance in the 77 districts in the Czech
Republic during March 2021. The results of this study fill gaps in the literature in terms of assessing the
performance of the health system in managing COVID-19 in small districts using DEA with non-radial measures
and non-proportional changes.

The rest of the paper is organized as follows. Section 2 introduces the DEA basic methodology, including non-
radial measures with non-proportional changes. Section 3 describes the data and Section 4 presents the results.
Section 5 includes conclusions and options for future research.

2 Data Envelopment Analysis

For modelling the N district system (j =1,2...., N), we will consider a general conceptual DEA model with R

desirable outputs y and S undesirable outputs b. We also assume the set of I multiple inputs x. The multiple-output
production technology with emphasis on input-specific technology can be described as

T, (x) :{(y ,b) :X can produce(y ,b)}.

To assess the efficiency of COVID-19 response performance, we will use the distance directional function (DDF),
which Chung et al in [1] introduced as the joint production of desirable output y and undesirable output b:

B, (s.5.b.8'°) =sun{ () # Ble' ) U7 (x] v

where the nonzero vector (gy,gb) is the direction vector and Bexpresses the intensity of the increase in the
desired production while reducing unwanted production and is referred to as the scaling factor. At the same time,
Toloo and Hanclova in [6] set the condition: D (x, y,b,g’. g ) > (if and only if (y,b) a7, (x) This DDF function
moves the joint production (y, b) along the direction (gy , gb) to place it on the production frontier. Zhou et al

showed in [7] that the radial method for measuring efficiency can be overestimated if we have non-zero slack
variables, and therefore introduced non-radial measures. Toloo et al in [5] and Chytilova and Hanclova in [2] used

the DEA model with non-radial measures, where the direction vector is g = (g", g’.g’ )' =(-x,,y,,—b,)"

In our paper, we will use output-oriented DEA models with non-proportional changes in outputs using a general
scaling vector B8'= (B, B’, B"), we can formulate a DEA model (2) to determine the efficiency of COVID-19

responsive performance in general:

@)
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where vector w'=(w*, w’, w”)is the normalized weight vector and we assume that the weight of all inputs,

desirable and undesirable outputs is gradually 1/3. Model (3) is similar to the additive DEA model in the sense
that both attempt to identify the potential slacks in inputs and outputs as much as possible. The non-radial
directional distance function is based on 7>:

D, (x.y.b.g".g".g") =sup{w'B:|(x.y.b)+gWiag (B) OT,}. 3)

In the empirical study, we will focus on the comparison of 3 variants of the DEA model (2):
+ ModelMl:g = (g% g”,8°)' = (0, 0, —b,)’ A w= (WX w?, wb)' =(0, 0, 1);
» Model M2: g = (g% g”,8°)' =(0, yo, 0)' A w=(WY w”, wP)'=(0, 1, 0);
+ ModelM3: g = (g% g”,8°)' = (0, yo, —by)’ A w=(Ww* w?, wd) = (0, %, %)’.

All M1 — M3 models use non-radial measures and non-proportional changes. Model M1 is a DEA model-oriented
only to decrease undesirable outputs, model M2 is oriented only to increase desired outputs, and model M3 is
oriented only to increase undesirable outputs and decrease desired outputs.

To evaluate the efficiency, we will have a total beta index and sub-indices B, B°, B°. The index B = Oindicates

the effective unit, and the higher the beta, the less effective the unit (district). Evaluation using the y-b performance
index IBPI can generally be determined on the basis of relation (4) according to the publication of authors Zhou et
al in [7] in the case of the output-oriented model with undesirable output:

(1-g"

YBPI = (57 )

The numerator in (4) represents the average proportion by which the undesirable output can be reduced, while the
denominator expresses the degree to which the desired output can be increased. The YBPI index is
standardized between 0 and I, YBPI = I means that the district is located at the frontier of best practice.

3 Data

To determine the efficiency of COVID-19 response performance, we will use the DEA model (2) in the three
mentioned variants of models M1 - M3.

The DEA model included 4 inputs (population, total incidence in the previous 14 days, the incidence of people
over 65 in the previous 14 days, and testing capacity of the facility in the district) and 1 desired output (number of
recovered patients) and 1 undesirable output (number of deaths associated with COVID-19). Table 1 summarizes
the description of the individual variables in the DEA model. The source of the POP variable is the Czech
Statistical Office, the source of data for indications IN14 and IN65 is closed data sets for predictive modelling,
which were provided to us after sending an official request for access to the Ministry of Health of the Czech
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Republic. The CAP data source is the open data set Piehled odbérovych mist® in the testing section. The source of
data for both outputs Y and B are open data sets Anti-epidemic System of the Czech Republic (PES)*.

This study is devoted to the analysis of 3 variants of DEA models for 77 districts of the Czech Republic as of
March 6, 2021. For inputs IN14 and IN635, the sum of daily cases for the previous 14 days is cumulated, i.e. from
February 20, 2021 to March 6, 2021. Conversely, for both outputs Y and B, the sum of the number of persons for
14 days later, i.e. from March 6, 2021 to March 20, 2021.

/O 1D Variable Description Unit per district

POP population number of persons number of persons

inputs IN14  incidence in the last number of confirmed positive number of persons
14 days cases in the last 14 days

IN65 incidence in the last number of confirmed positive number of persons
14 days for 65+ cases at the age of 65+ in the
last 14 days

CAP testing capacity total maximum capacity of = number of persons
testing facilities
desirable output Y recovered patients  number of patients recovered number of persons
over the next 14 days
undesirable output B deaths number of deaths in the next number of persons
14 days

Table 1  Description of variables in the DEA model [Source: CSU?, MZ CR*]

4 Results

All three variants of the model (3) were optimized using the GAMS software. The first part of the analysis is
devoted to the comparison of the values of the average value BETA_M1, BETA_M?2 and BETA_M3 for individual
models M1, M2 and M3. A zero-beta value means that the district is located at the frontier of best practice, i.e. it
is efficiency.

Benefov
\Eadoa FRTPN
Rt ora
T aRie
Mlada Boleslav
Nymburk

Praha-zapad

Uherské Hradisté

Kromériz Rakovnik

Sumperk Ceské Budéjovice

Cesky Krumlov

Prerov
Prostéjov Klatovy
Olomouc Plzen-jih
Znojmo Cheb
Hodonin Karlovy Vary
Breclav Sokolov
Brno-venkov Dédin
Brno-mésto Chomutov
Blansko Litoméfice

Svitavy

Figure2 Comparison of levels BETA_MI1 to BETA_M3 [own calculation]

3 https://www.czso.cz/csu/czso/pocet-obyvatel-v-obcich-k-112021
4 https://onemocneni-aktualne.mzcr.cz/api/v2/covid-19
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For the variant of the M1 model, where only areduction in the number of deaths is considered,
27 efficiency units (35%) where indicated. For the variance of M2, where an increase in the number of recovered
patients was allowed, there were 28 efficiency units (36%) and in comparison, with M1, the district of
Hradec Kralové was also effective. In the case of the M3 model, where it was desirable to increase the
number of cured patients and reduce the number of deaths, 27 districts (35%) lie on the efficiency frontier. At the
same time, 27 districts were efficient for all examined models M1 to M3. Figure 2 shows the level of inefficiency
(beta) of districts according to the models M1 to M3.

For the M3 model, the districts of Cheb (with a beta value of 0.532), Znojmo (0.382), Ceské Budg¢jovice (0.379),
Hodonin (0.374), Trutnov (0.344), Most (0.338), Svitavy (0.330), Louny (0.327), Ceskd Lipa (0.327), Sokolov
(0.324) and Ostrava mésto (0.313) belonged to the quartile with the worst efficiency in managing the COVID-19
pandemic (at the time of the third peak in the number of infected persons in the Czech Republic around March 6,
2020). The main reason for not reaching the efficiency limit was the problem of the high number of deaths of
patients compared to efficiency units. Here, in the future, it will be necessary to make further detailed analysis and
look for the facts that caused this.

Further efficiency analysis was performed based on the y-b performance of the IBPI index from Equation (4). This
index expresses the ratio of the average decrease in the number of deaths to the average increase in the number of
recovered patients.

litnov HradkE¥ALIPa

Figure 3 Comparison of YBPI_MI1 to YBPI_M3 [own calculation]

Figure 3 shows the level of this index for inefficiency districts for the 3™ of the COVID-19 pandemic. The IBPI
index is almost identical in terms of level M1 and M3, which is documented by a statistically significant correlation
of 0.999. The number of effective districts corresponds to the previous analysis with beta coefficients.
Furthermore, we will again focus on the least efficiency quartile according to the YBPI for the M3 model, which
prefers a reduction in death and an increase in the number of recovered patients. The least efficiency districts
managing the COVID-19 pandemic were confirmed by the districts of Cheb (0.252), Ceské Budgjovice (0.270),
Hodonin (0.284), Znojmo (0.288), Chomutov (0.336), Most (0.229), Ceska Lipa (0.0 .356), Svitavy (0.365), Louny
(0.387), Ostrava-mésto (0.393), Trutnov (0.398), Karvind (0.403) and Bieclav (0.419). In comparison with the
evaluation of the least efficiency quartile according to beta, the districts of Karvina and Bfeclav were included in
the place of the district of Sokolov, which is also related to the calculation of quartile boundaries.

5 Conclusion

The presented paper is devoted to assessing and evaluating the management of the pandemic situation COVID-19
at the time of the peak (according to the number of infected persons) in the districts in the Czech Republic. An
analysis of the data envelope with models of output-oriented, non-radial measures and non-proportional changes
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of output variables were used for this research. The obtained results document that the proposed models can
be used in practice with the intention of prevention in other pandemic situations.

The results showed that of the three proposed variants of the models, the most suitable model is the M3 model,
which aims to reduce the number of patients who have died, but also to increase the number of recovered
patients. In the evaluation of the health care system at the time of the peak of the COVID-19 pandemic (March 6,
2021), 35-36% of effective districts were demonstrated for all variants of the M1 to M3 models. The average beta
inefficiency was rated 0.158 for the M3 model. The analysis of the results of the M3 model further showed that in
order to improve the efficiency of the health care system, the main problem is to reduce the number of deaths,
which is confirmed by the average inefficiency. The need to reduce undesirable output is significant compared to
the average inefficiency of increasing the number of recovered patients. The empirical study also
pointed to a group of districts in the "worst" quartile, i.e. with the worst level of efficiency, where policymakers,
the Ministry of Health and other institutions need to pay attention to the prevention of possible similar pandemics.
The obtained results also have their limits. This is mainly an analysis at the district level in the Czech Republic at
the time of the peak of the COVID-19 pandemic and the possibility of obtaining relevant data files.

Further research in this area will focus on the possibility of extending the proposed DEA models to the DEA
network group, spatially orienting to the state level due to more accessible data, examining the homogeneity of
service units, reallocation of resources and development of health care infrastructure.
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Analysis of uneven distribution of diseases COVID - 19 in
the Czech Republic

Jakub Hanousek?!

Abstract. The COVID - 19 pandemic affected more, or less each of us. The goal of
this article is to measure regional uneven distribution in 77 districts in the Czech Re-
public. The data cover a period since March 2020 to March 2021 and comes from
Institute of Health Information and Statistics of the Czech Republic. The regional var-
iations are measured by dual DEA models with unwanted outputs. Data envelopment
analysis is a method based on a linear programming that measure efficiency of pro-
duction units. The advantage of this method is an optimalization weights of each cri-
teria (inputs, outputs) to maximize a score from each unit. The production unit in this
paper is a one region in the Czech Republic. There are 77 units. In order to stop the
spread of disease, the Government of the Czech Republic applied national prohibi-
tions. The results of this study show us that the regional variation of spread of diseases
are huge. The regional prohibition probably would be preferable and more effective
in this situation.

Keywords: COVID - 19, DEA, unwanted outputs

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Disease COVID - 19 is a new disease. This disease is caused by a new type of coronavirus SARS-CoV-2.
Coronavirus SARS-CoV-2 was first detected at the end of the year 2019 in the chinease city Wuhan. SARS-CoV-
2 have been widespread througout the word during the year 2020. The Czech Republic is the one of the most
affected country in the world by SARS-CoV-2.

The goal of this article is to meassure inequalities in spread SARS-CoV-2 in the 77 regions of the Czech Republic.
Inequalities are meassure by data evelopment analysis (DEA) [1,2]. DEA is based on the theory of linear
programming and estimates the production frontier as the piecewise linear envelopment of the data. The production
units whith lies on a production frontier are effective. Production unit which are lies under the production frontier
are inneficient. The production units which are effective have score 1. Inneficient production units in output
oriented model have score > 1. Score means how much proportionally increase outputs to became production unit
effective [4].

The input is a population in the region. The oputputs are number of infected people with SARS-CoV-2 and number
of death people with SARS-CoV-2. Effective production units in this article are the most affected regions in the
Czech Republic. The inneficient production units are regions with better epidemic situation. The score at
inneficient production units means how to proporcionally allow icrease outputs (infected and death). The
production frontier in this article represent situation that all regions were same as the most affected regions.

2 Methods

DEA was developed by Charnes, Cooper and Rhodes in 1978 [3] and constructs the production frontier and
evaulates the technical efficiency of production units. The production unit uses a number of inputs to produce
outputs. The technical efficiency of the production unit is is defined as the ratio of its total weighted output to its
total weighned input or, vice versa, as the ratio of its total weighned input to its total weighned output. DEA model
permits each production unit to choose its input and output weights to maximize its technical efficiency score. A
technically efficient production unit is able to find such weights that the production unit lies on the production
frontier [5]. The production frontier represents the maximum amounts of output that is produced by given amounts

1 University of Economist and Business, Prague, Faculty of Informatics and Statistics, Department of Econometrics, Winston Churchil Sg.,
Prague, Czech Republic, e-mail: xhanj52@vse.cz
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of input (the output maximization DEA model) or, alternatively, the minimum amounts of inputs required to pro-
duce the given amount of output (the input minimization DEA model). This article deals with two DEA models.
The first model is output maximization model with constant revenue from scale. The second model is output
oriented model with variable revenue from scale [4].

The effective production units represent in this article the worst districts. The districts which are most effected
with virus.

2.1 Output oriented model with constant return of scale

Maximize: @, + s(eTs+ +e's ) ,

Xh+s8 =X,

q
Subjectto: YA-s" =@y, @

AsT, s >0.

¢, is a variable which represents efficiency rate of a production unit. & is an infinitesimal constant. The infinites-

imal constant £ =108, e = (L1,1...,1). s and S"are vectors of additional variables. X is a matrix of inputs.
Y is a matrix of outputs. A= (A, 4,,...,A4,) is a vector of weights which are assign to productions units.
Weights are the variables in a model [4].

2.2 Output oriented model with variable constant of scale

Maximize: @, + a(eTs+ +e's ) ,

Xh+s = X
A-s" =0y,
Subject to: 5 = P¥q @)
e'A=1,
A,st, s >0.

¢, is a variable which represents efficiency rate of a production unit. & is an infinitesimal constant. The infinites-

imal constant £ =107, e = (1L1,1...,1). s" and S"are vectors of additional variables. X is a matrix of inputs.

Y is a matrix of outputs. A= (A4, 4,,...,A,) is a vector of weights which are assign to productions units.

Weights are the variables in a model. e"A =1 is a condition of convexity [4].
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3 Aplication

The application of the described methods is illustrated on the data of the Czech Republic. The data comes from
Institute of Health Information and Statistics of the Czech Republic.

The Czech Republic is divided into 77 regions and in 2021 it had 10.44 mil. Inhabitants [6]. The number of infected
people with virus SARS-CoV-2 since March 2020 to March 2021 was 1,403,809 in the Czech Republic. The
number of death people with virus SARS-CoV-2 since March 2020 to March 2021 was 24,331 in the Czech Re-
public [7]. The data are presented in Table 1.

District Population Number of in-  Number of

fected death
Praha 1,268,796 159,523 2,220

Praha zapad 131,231 18,920 159
Piibram 112,816 16,700 153
Rakovnik 54,993 7,965 143
Benesov 95,459 16,923 327
Beroun 86,160 12,532 124
Kladno 158,799 23,540 347
Kolin 96,001 17,020 254
Kutna hora 73,404 10,911 186
Meélnik 104,659 15,917 280
Mlada Boleslav 123,659 19,591 331
Nymburk 94,884 15,479 255
Praha vychod 157,146 24,896 227
Ceské Budgjovice 186,462 22,556 359
Cesky Krumlov 60,516 6,434 137
Jindfichuv Hradec 90,604 13,374 264
Pisek 69,843 10,412 143
Prachatice 50,010 5,754 145
Strakonice 69,786 9,208 193
Tébor 101,115 13,434 323
Domazlice 59,926 8,588 170
Klatovy 85,726 12,580 249
Plzeiti mésto 188,045 28,199 422
Plzeti jih 62,389 9,891 194
Plzen sever 74,940 12,554 179
Rokycany 47,458 7,678 166
Tachov 51,917 8,449 190
Cheb 90,188 13,714 536
Karlovy Vary 115,446 15,002 416
Sokolov 89,961 14,234 382
Décin 128,834 17,717 329
Chomutov 122,157 13,438 320
Litoméfice 117,278 16,158 275
Louny 85,191 10,903 202
Most 111,775 12,982 300
Teplice 125,498 14,693 233
Usti nad Labem 118,228 15,532 222
Ceska Lipa 100,756 14,093 277
Jablonec nad Nisou 88,200 15,490 251
Liberec 169,878 29,266 364

149



Semily 73,605 11,968 156

Hradec Kralove 162,661 29,631 356
Ji¢in 79,702 12,969 189
Nachod 109,550 20,685 412
Rychnov nad Knéznou 77,829 13,769 170
Trutnov 118,174 24,662 461
Chrudim 103,199 17,359 235
Pardubice 168,423 28,584 362
Svitavy 103,245 14,081 246
Usti nad Orlici 136,760 21,223 297
Havli¢kav Brod 94,217 14,413 277
Jihlava 110,522 13,833 230
Pelhiimov 71,914 10,087 182
Tebid 111,693 12,525 209
Zdar nad Sazavou 117,219 15,501 202
Blansko 105,708 12,495 317
Brno mesto 385,913 39,935 692
Brno venkov 206,300 24,718 372
Bieclav 112,828 12,292 297
Hodonin 153,225 18,755 392
Vyskov 88,154 11,313 276
Znojmo 111,380 12,433 300
Jesenik 38,779 4,185 115
Olomouc 230,408 29,768 539
Prost&jov 107,859 14,102 201
Pferov 130,082 18,050 257
Sumperk 121,299 13,035 263
Krométiz 105,569 14,008 264
Uherské Hradisté 141,467 18,577 261
Vsetin 142,420 18,259 308
Zlin 190,488 26,310 457
Bruntal 92,693 10,404 263
Frydek Mistek 207,756 27,305 525
Karvina 256,394 30,945 598
Novy Ji¢in 148,074 18,281 270
Opava 174,899 27,279 398
Ostrava mesto 326,018 37,820 735
Tablel Data

The results from model 1 and model 2 are in table 2. The most affected regions have score 1. The virtual outputs
represent how much will increase outputs to become the regions to same level as the most affected regions. For
example, region Praha has score 1.66. Region Prague have 159,523 infected people and 2,220 death people with
COVID-19. If we work with constant return of scale region Praha will be increase to 264,788 infected and to
4,950 death people with COVID-19.
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Eff. Score con-

Eff. Score varia-

stant return of  virtual out-  virtual out- ble return of virtual out-  virtual out-
scale putl put2 scale putl put2
Praha 1.66 264,788 4,950 1.00 159,523 2,220
Praha zapad 1.45 27,387 512 1.38 26,192 481
Piibram 1.41 23,544 440 1.40 23,375 439
Rakovnik 1.44 11,477 215 1.19 9,488 197
Benesov 1.16 19,695 381 1.13 19,131 370
Beroun 1.43 17,981 336 1.35 16,973 327
Kladno 1.41 33,140 619 1.25 29,424 523
Kolin 1.18 20,035 375 1.14 19,337 369
Kutna hora 1.40 15,319 286 1.27 13,910 274
Mélnik 1.37 21,842 408 1.35 21,416 405
Mlada Boleslav 1.32 25,807 482 1.29 25,305 469
Nymburk 1.28 19,802 370 1.23 19,068 364
Prahva vychod 1.32 32,795 613 1.17 29,230 521
Ceské
Budgjovice 1.73 38,913 727 1.45 32,666 565
Cesky Krumlov 1.87 12,057 257 1.66 10,667 227
Jindfichuv Hra-
dec 1.39 18,554 366 1.34 17,885 353
Pisek 1.40 14,576 272 1.25 13,054 259
Prachatice 1.62 9,328 235 1.33 7,635 192
Strakonice 1.52 13,985 293 1.39 12,827 269
Tabor 1.43 19,223 462 1.42 19,058 458
Domazlice 1.43 12,259 243 1.24 10,672 218
Klatovy 1.39 17,538 347 1.33 16,742 331
Plzett mésto 1.39 39,244 734 1.16 32,851 568
Plzeti jih 1.29 12,805 251 1.14 11,264 228
Plzen sever 1.25 15,639 292 1.14 14,278 281
Rokycany 1.22 9,401 203 1.00 7,678 166
Tachov 1.20 10,132 228 1.01 8,570 193
Cheb 1.00 13,714 536 1.00 13,714 536
Karlovy Vary 1.38 20,680 573 1.29 19,279 535
Sokolov 1.15 16,343 439 1.12 15,993 429
Décin 1.52 26,887 503 1.46 25,797 479
Chomutov 1.73 23,313 555 1.62 21,777 519
Litoméfice 151 24,475 458 151 24,447 457
Louny 1.63 17,779 332 1.54 16,740 323
Most 1.66 21,586 499 1.64 21,277 492
Teplice 1.78 26,190 490 1.74 25,520 472
Usti nad Labem 1.59 24,673 461 1.59 24,668 461
Ceska Lipa 1.47 20,664 406 1.44 20,261 398
Jablonec nad
Nisou 1.19 18,407 344 1.13 17,463 336
Liberec 1.21 35,452 663 1.05 30,722 540
Semily 1.28 15,361 287 1.17 13,958 275
Hradec Kralove 1.15 33,946 635 1.01 29,876 529
Ji¢in 1.28 16,633 311 1.19 15,422 301
Nachod 1.08 22,362 445 1.07 22,209 442

151



Rychnov nad

Knéznou 1.18 16,242 304 1.09 14,972 293
Trutnov 1.00 24.662 461 1.00 24,662 461
Chrudim 1.24 21,537 403 1.21 21,065 399
Pardubice 1.23 35,149 657 1.07 30,552 538
Svitavy 1.53 21,546 403 1.50 21,076 399
Usti nad Orlici 1.34 28,541 534 1.26 26,840 489
Havli¢kav Brod 1.35 19,475 374 1.31 18,872 363
Jihlava 1.67 23,065 431 1.65 22,824 429
Pelhfimov 1.49 15,008 281 1.34 13,552 268
VTfebié 1.86 23,309 436 1.84 23,105 434
Zdar nad
Sazavou 1.58 24,463 457 1.58 24,433 457
Blansko 157 19,662 499 1.57 19,600 497
Brno mésto 2.02 80,537 1,505 1.33 52,959 918
Brno venkov 1.74 43,053 805 1.42 34,991 596
Bfeclav 1.74 21,408 517 1.69 20,799 503
Hodonin 1.64 30,737 642 141 26,378 551
Vyskov 147 16,661 406 1.43 16,162 394
Znojmo 1.70 21,145 510 1.66 20,694 499
Jesenik 1.67 6,974 192 1.00 4,185 115
Olomouc 1.62 48,084 899 1.22 36,258 657
Prostéjov 1.60 22,509 421 1.57 22,185 418
Prerov 1.50 27,147 507 1.44 26,058 479
Sumperk 1.89 24,646 497 1.84 23,925 483
Krométiz 157 21,970 414 1.54 21,635 408
Uherské Hradisté 1.59 29,523 552 1.47 27,392 497
Vsetin 1.63 29,722 556 1.51 27,504 498
Zlin 151 39,753 743 1.25 33,014 573
Bruntal 1.66 17,267 436 1.63 16,928 428
Frydek Mistek 157 42,938 826 1.21 32,903 633
Karvina 171 52,897 1,022 1.21 37,479 724
Novy Ji¢in 1.69 30,902 578 1.54 28,166 507
Opava 1.34 36,500 682 1.15 31,311 548
Ostrava mésto 1.77 67,128 1,305 1.16 44,023 856

Table 2 Results of modul 1 and model 2

The total infected people in our period are 1,433,809 and number of total death people are 24,331. The variations
between regions are large. The worst results in model with constant return of scale have regions Trutnov and
Cheb. The three regions with the best results in model with constant return of scales are regions Brno — mésto,
Sumperk and Ttebi¢. The regions Trutnov and Cheb lies on the production frontier. If we moved all regions to
product frontier in model 1, the total infected people would increases to number 2,139,809 and the total death
people increases to 42,089.

The worst results with model variable return of scales have regions Praha, Rokycany, Cheb, Trutnov, Jesenik.
The three regions with the best results in model with variation return of scales are regions Sumperk, Tiebi¢ and
Bieclav. If we moved all regions to the product frontier in model 2, the total number of infected people would
increases to 1,833,845 and the total death people increases to 35,102.

The results from model 1 are figure on figure 1.
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Figure 1 Map with results of model 1.

The most affected regions with COVID-19 are on the map of the Czech Republic have red color. The regions
with the smallest incidence with COVID-19 have green color.

4 Conclusions

This paper focuses on measure of regional variation in spread of disease COVID-19 between 77 regions in the
Czech Republic. The variations were measured by product frontier model based on data envelopment analysis.
Models in this paper work with one input and two outputs. The input is population in the ¢ region. The first output
is number of infected people with COVID-19 in the ( region and the second output is number of people death
with COVID-19 in the ( region. The regions which lie on the product frontier were the most affected regions
with COVID-19. Variations were measured with two outputs oriented models. The first model works with constant
return of scales and the second model works with variation return of scales. The second model show lover differ-
ences between regions and lower total infected and death people with COVID-19. If we moved all regions to
product frontier calculated with model 1, the total infected people would increase from 1,433,809 to 2,139,809
and the total death people would increase from 24,331 to 42,089. If we moved all regions to product frontier
calculated with model 2, The total infected people would increase from 1,433,809 to 1,833,845 and the total death
people would increase from 24,331 to 35,102. The regional variations are large. The local prohibition in this situ-
ation could be more effective than national prohibition.
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Determinants of company indebtedness
In the construction industry
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Abstract.

The aim of this paper is to reveal the determinants of indebtedness in the construction
industry companies. The construction industry is a specific sector where payment mo-
rale is generally poor. It gradually negatively affects other companies in the following
sectors. Finding the essential determinants of corporate indebtedness can prevent li-
quidity problems.

Based on a literature review, the following determinants were selected for analyses:
share of fixed assets, interest rate, return on assets, size of the company and its age.
Correlation analysis and multiple linear regression analysis have been chosen to de-
termine the influence of the determinants within years 2016-2019.

It was found that the generally recommended fixed asset share determinant was not
an appropriate determinant and its possible effect on indebtedness was also proven to
be insignificant. Surprisingly interest rates have also classified as insignificant. Sig-
nificant determinants negatively affecting indebtedness for construction companies
were determined as enterprise size and duration. The most important determinant was
the return on assets with negative influencing outcome.

Keywords: indebtedness, capital structure, return on asset, construction industry

JEL Classification: M1
AMS Classification: 62, 91

1 Introduction

Construction industry is one of the key sectors of the economy. The share of the construction industry in the gross
value added of the whole economy has been between 5% and 7% [11]. Therefore, it is considered as one of the
important indicators of the development in the economy.

This industrial sector was deeply affected by the last economic crisis in 2009 and 2010, as evidenced by the pro-
portion of failed loans of up to 28 %, the highest of all branches of industry [6]. Construction sales accelerated
significantly year-on-year growth in 2018, but still did not reach the level of 2008. The return on equity (ROE)
was 16,47% in 2018 and it is still less than 22,57% from the pre-crisis period of 2008 [11]. Consequences of this
crisis are linked with indebtedness and liquidity in this sector. This is gradually negatively affecting other enter-
prises in following branches.

Identifying and analyzing factors affecting the indebtedness of construction companies could help with prediction
of upcoming liquidity problems. Searching of mutual relations can confirm or deny the significance of analyzed
determinants. Knowledge of significant factors affecting the indebtedness of companies can help creditors to eval-
uate the company rating. This eliminates further problems with the repayment of liabilities and secondary insol-
vency, and therefore it contributes to a healthy business environment.
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2 Literature review and Problem statement

As the essential determinant of the capital structure it is usually mentioned the tax costs and the tax shield. Other
factors are based on sector standards and various costs, for example the weight average cost of capital (WACC)
and costs of financial distress. Another significant determinants are including, according to Kiivska [9], profita-
bility and stability of the company, the asset structure of the enterprise, the business sector, the management of the
enterprise and its approach to risk, the structure of ownership and control over the enterprise, financial freedom,
the amount of investment, the size of the enterprise, the goodwill and history of the enterprise, the requirements
of the credit rating agencies.

Marks [10] deals with the factors of the capital structure in their publication as well. They consider that the ap-
proach of shareholders or owners, their requirements for the dividend payout ratio, their relationship to credit and
risk, corporate philosophy and the sector, the business life phase, have a major influence on the capital structure.
Riic¢kova [14] argues that the capital structure is mainly influenced by the focus of the company's business. She
summarizes other factors in four areas: business risk, corporate tax position, financial flexibility, and managerial
conservatism and aggressiveness. Singh [15] and Chen & Chen [4] in their researches confirm the importance of
the profitability, size and volatility of the enterprise. Oztekin [12] observes a context between indebtedness and
company size, tangible assets, and profitability. He states that the capital structure reflects the institutional envi-
ronment in which it operates.

Aulova and Hlavsa [2] focused on specific sector of Czech farms in their work. The size and asset collateral were
identified as the most important determinants. Long-term indebtedness was most affected by size, asset collateral,
tax shield and retained earnings. On the contrary, Viviani, J. [16] found out that there is no statistically significant
dependence between indebtedness and the size of the enterprise, the structure of assets, the profitability of assets
and the tax shield. Prasilova [13] found out in her research that the age of the company has a positive effect on the
total indebtedness of Czech companies, and she observed a negative relationship with the profitability of assets.
Only the share of fixed assets affected long-term indebtedness. In the ICT sector, it was found a negative relation-
ship of total debt to the size of the enterprise and a positive relationship with the volume of retained earnings.
Kiivska [9] considers that larger enterprises generally show higher profits and that a higher level of liquid assets
is less risky for investors. However, external influences, such as the level of the capital market, legislative pro-
cesses, the economic policy itself and the mentioned above economic cycle or tax shield [7,8], affect total indebt-
edness as well.

In previously mentioned studies, the significant relationship to the capital structure was proven only for some
determinants. Obviously, a few of described characteristics overlap and complement each other. Since the most of
analyses were sector-specific, it is problematic to generalize the results as each sector has its own specificities. In
our study, the main goal is to determine the direct effects on construction industry indebtedness.

Therefore based on above discussion, we selected the most common internal determinants: fixed asset share (SFA),
interest rate (IR), return on assets (ROA), enterprise size (S) and duration (D). We neglected a lot of other deter-
minants by the cause of one sector investigation only. External influences were excluded as well due to their
general effect.

3 Source data and Methods

The source dataset, available in the public register [1], consist unconsolidated financial statements of fifty compa-
nies in the construction industry in the Czech Republic within years 2016-2019. Crucial fact for companies’ selec-
tion is that they have not been liquidated till 31 August, 2020. Other entrance criterions as the legal form, size
and duration, were not implemented.

Our research starts with a technical financial analysis, which evaluates main sample characteristics of the total
indebtedness. The correlation analysis and multiple linear regression analysis are utilized to determine the effects
and significance of individual determinants.

Powerful software tool Statistics 12 was helpful for our analyses, where the following abbreviations are used:
Total Indebtedness (TI), Share of Fixed Assets (SFA), Interest Rate (IR), Return on Assets (ROA), Duration (D)
and Size (S). In all presented results, normality is assumed and the significance level is pre-set to o = 0.05.
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4 Results

Although financial data from the construction industry have not yet reached the situation before the 2008 financial
crisis [11], it is obvious that total indebtedness is already reaching recommended level. Sample distribution of total
indebtedness, illustrated in Figures 1 and 2, is left skewed. This is confirmed by the average debt lower than the
median as shown in Table 1. Moreover it is quite heavy tailed cause of a few companies with quadruple debt
compared with average value. The average total indebtedness in the construction industry (51%) overreaches the
recommended 40% level of total indebtedness. Nevertheless the median value of total indebtedness (41%) already
corresponds to this recommended standard. As in any sector, there are companies with almost zero indebtedness
and conversely over-indebted companies with negative equity.
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Figure 2 Boxplot of the Total Indebtedness

N | Average | Median | Minimum | Maximum | Std | Var.coef. | Skew | Kurtosis
T1|200| 0,514 0,418 0 2,068 0,373| 72,504 |1,484| 2,886

Table 1 Sample characteristics of the Total Indebtedness

At the beginning of the analyses, correlation matrix within the individual determinants was evaluated to see
whether the explaining variables for the total indebtedness were appropriate. Obviously from Table 2, where sig-
nificant correlations are marked as red, the appropriate determinants are the interest rate (IR), return on assets
(ROA), the duration (D), and the size (S). These determinants do not correlate with each other significantly. How-
ever, the share of fixed assets (SFA) is not very suitable as a determinant of indebtedness, as it points to a signifi-
cant correlation with other determinants return on assets, duration and size.
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TI SFA IR ROA D S
TI 1,000 -0,089 0,077 -0,187f -0,253] -0,225
SFA -0,089 1,000 0,110, -0,231 0,434 0,481
IR 0,077 0,110 1,000 -0,117 0,036 0,059
ROA -0,187] -0,231) -0,117 1,000, -0,089 0,067
D -0,253 0,434 0,036 -0,089 1,000 0,423
S -0,225 0,481 0,059 0,067 0,423 1,000

Table 2 Correlation matrix between the Total Indebtedness and selected determinants

Table 2 also shows correlations between total indebtedness (T1) and the influencing variables: fixed asset share
(SFA), interest rate (IR), return on assets (ROA), duration (D) and enterprise size (S). There are significant corre-
lations between total indebtedness (TI) and return on asset assets (ROA), duration (D) and size (S). All these
determinants negatively affect total indebtedness. The effect of the fixed asset share (SFA) is insignificant and
rather negative, the impact of interest rate (RI) is insignificantly positive.

It follows from the above that companies with higher return on assets have lower total indebtedness. It is also true
that the older and larger the company the less indebted it is. However, behavior of the interest rate determinant
(IR) is interesting as only an insignificantly positive correlation between this determinant and total indebtedness
has been shown.

To reveal direct correlation between Tl and its determinants without added effects, partial correlations are evalu-
ated and summarized in Table 3. Significant partial correlations are marked as red and they are showing similar
results. They confirm the significant negative impact of return on assets (ROA) and duration (D), and the medium
and statistically insignificant impact of the interest rate (IR) and size (S). It is verified again that the share of fixed
assets (SFA) has almost no effect on the total indebtedness in the construction industry.

.. . Dependent variable IT
Explaining variable - -
Partial correlation
SFA 0,019
IR 0,072
ROA -0,184
D -0,205
S -0,115

Table 3 Partial correlations of the Total Indebtedness and selected determinants

The results of the multiple linear regression analysis, summarized in the Table 3, correspond to the previous con-
clusion as well. The return on assets (ROA) and duration (D) have the significant negative impact, while the share
of fixed assets (SFA) and interest rate (IR) do not significantly affect total indebtedness (TI). Nevertheless, the
value of the determination index R?=0,12463333 is showing that regression model is unsuitable for further predic-
tions. It seems that some significant explaining determinant of indebtedness is missing. Uncovering this mys-
tery will by goal of our upcoming research.

b Std of b t(194) p-value
b0 0,839 0,077 10,825 0,000
SFA 0,031 0,116 0,267 0,790
IR 1,874 1,852 1,012 0,313
ROA -0,436 0,168 -2,603 0,010
D -0,011 0,004 -2,920 0,004
S -0,001 0,000f -1,610 0,109

Table 4 Regression analysis coefficients and their significance (black—significant and red—nonsignificant)

158



5 Discussion and Conclusions

The following describing variables have been chosen for the construction industry in the Czech Republic: fixed
asset share (SFA), interest rate (IR), return on assets (ROA), size of enterprise (S) and duration (D). Empirical
research results have confirmed that the variable of fixed assets share (SFA) is not suitable as a determinant of
total indebtedness (TI), as it is influenced by other determinants: return on assets (ROA), duration (D) and size
(S). This determinant has been also classified as insignificant in the research.

Furthermore, another insignificant determinant interest rate (IR) has been identified. The finding that the interest
rate is only increasing marginally with increasing indebtedness has been novel and surprising. The most important
theories about the capital structure [3] claim that as indebtedness increases, the so-called costs of financial distress
begin to infiltrate companies, when creditors (most often banks) demand a higher interest rate for higher risk.

The determinant of the size of the enterprise (S) has been classified as medium-significant with a negative effect
on total indebtedness (T1). Correlation analysis identified this determinant as significant, while partial correlation
and regression analysis showed medium significance. This is caused by significant correlation between duration
(D) and size (S) itself.

Return on assets (ROA) and duration (D) have been determined as the most important determinants of the total
indebtedness of construction companies. Both have had a significant negative effect on the indebtedness regardless
to analyzing method.

The fact that the longer a company operates on the market, the less indebted it is, is not surprising. Long-term
businesses are mostly capital stronger than the newly established companies and therefore, they already have
enough capital to cover their assets. For a similar reason, the size of the enterprise (S) is the indebtedness determi-
nant as well. A large enterprise has sufficient equity capital and does not necessarily need debt to finance its
activities. These two determinants, duration (D) and size of the enterprise (S), are highly correlated with each other
and it is not recommended to use them both in one regression analysis.

It has been confirmed that highly profitable companies have less total indebtedness. This fact is interesting in view
of the effect of the tax shield. Economic theories generally recommend the involvement of debt for higher-profited
enterprises. The interest on debt is a tax-efficient expenditure and it can reduce the tax base of profitable enter-
prises. It has been proven that if a company can borrow at an interest rate below the return on assets (ROA) the
involvement of this debt increases the return on equity (ROE), i.e. leverage has a positive effect. To sum up, large,
long-term highly profitable companies for construction industry do not adopt external capital even if they could
benefit from a tax shield.
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Robust Slater’s Condition in an Uncertain Environment
Milan Hladik!

Abstract. Slater’s condition is, no doubt, an important regularity condition used in
nonlinear programming. It states that the feasible set must contain an interior point.
We analyse this condition in an uncertain environment. We assume that uncertainty of
the input data has the form of intervals covering the true values; we assume no other
information about the uncertainty is known. Then Slater’s condition holds robustly if
it is satisfied for each possible realization of the interval values.

In particular, we investigate interval systems of linear equations and inequalities.
Therein, Slater’s condition has the form of strong solvability with strict inequalities.
We present a finite characterization of this property and inspect its computational
complexity — in some cases it is polynomial, but in some cases it is NP-hard. As
an illustration, we apply our results in interval linear programming in the problem of
testing boundedness of the optimal solution set.

Keywords: linear programming, interval analysis, interval system, robustness, NP-
hardness
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AMS Classification: 90C05, 65G40, 15A39

1 Introduction

Slater’s condition is a constraint qualification appearing in optimality conditions in convex optimization, among
many other situations. Roughly speaking, Slater’s condition requires an existence of an interior feasible point.

In this paper, we are concerned with Slater’s condition in case the input data are uncertain. This is a common
situation in many practical problems, including optimization problems. In particular, we deal with the problems,
where uncertainty is represented by intervals. That is, the only information we have are upper and lower bounds
on the true values. No other information (such as probability distribution or fuzzy shape) is known.

Interval data. Interval data are represented by interval vectors and matrices; we denote them by boldface. An
interval matrix is by definition the set of matrices

A={AcR™" A< A<A},

where A,A € R”" are given matrices and the inequality is meant entrywise. Interval vectors are defined
analogously. The corresponding terms are the midpoint matrix A, and the radius matrix Apx of A defined
respectively as

1 — 1 —
A ==(A+A), Apr=-=(A-A).
c=3A+A), Ay=5(A-4)
For more on interval analysis, see, e.g., the books [3, 7, 11].

Given an interval system, it is called weakly solvable if it is solvable for at least one realization of interval
coefficients, and it is called strongly solvable if it is solvable for every realization of interval data. For instance,
an interval system of linear inequalities Ax < b is weakly (strongly) solvable if Ax < b is solvable for some (for
every) A€ Aand b € b.

Next, a strong solution to an interval system is a point that solves every realization of the system. Clearly, if an
interval system possesses a strong solution, then it is strongly solvable. The converse implication does not hold in
general.

The goal. We investigate Slater’s condition of interval linear systems. Even though this constraint qualification
is more used in nonlinear programming, we begin our investigation with the more simple case of linear constraints.

! Charles University, Department of Applied Mathematics, Malostranské nam. 25, 118 00, Prague & University of Economics, Department
of Econometrics, ndm. W. Churchilla 4, 13067, Prague, Czech Republic, hladik@kam.mff.cuni.cz
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We say that Slater’s condition holds robustly if it holds for every realization of interval data. This in turn leads to
strong solvability of interval systems with strict inequalities. In particular, we focus on strong solvability of interval
system Ax < b and interval system Ax = b, x > 0. We present necessary and sufficient conditions for strong
solvability and for existence of strong solutions, and we analyze the computational complexity of the problem in
question, too.

Notice that systems of strict inequalities occur also in other situations than in Slater’s condition. For more on this
issue in the real case see, e.g., [2, 13].

Notation. For vectors a,b € R* weuse a < btodenote a < b, a # b. Weuse e = (1,...,1)T for the vector of
ones (with convenient dimension) and diag(s) for the diagonal matrix with entries si, ..., s,. The absolute value
and the inequalities are understood entrywise.

2 Characterization and computational complexity

In this section we show that the interval Slater’s condition is easy to verify for interval inequalities, but can be
computationally hard in general for equality constrained problems. The following characterization is a modification
of the result by Rohn [14] on strong solvability of a system without strict inequalities.

Theorem 1. An interval system Ax = b, x > 0 is strongly solvable if and only if the system

(Ac + diag(s)Aa)x = be — diag(s)ba, x >0 (1)
is solvable for each s € {1},
Proof. The interval system Ax = b, x > 0 is strongly solvable if and only if for each A € A and b € b the system

Ax = b, x > 0 has a solution. The system Ax = b, x > 0 is equivalent (w.r.t. solvability) to system Ax — by = 0,
Xx > e,y > 1. By Farkas’ lemma, it is feasible if and only if the system

ATM—VZO, —bTu—WZO, —eTv—w<0, v,w >0

is infeasible for each A € A and b € b. It equivalently reads (A | =b)"u > 0. Thus Ax = b, x > 0 is strongly
solvable if and only if the system (A | —b)” u Z 0is not weakly solvable. By [9], weak solvability of (A | =b)Tu 2 0
is equivalent to solvability of

AT + Ag diag(s)
bT - bg diag(s)
for some s € {+1}™. By Farkas’ lemma again, we obtain the statement. O
The exponential number in the characterization is not easy to avoid since the problem is intractable. To show it,
we first present an auxiliary result, which is worth of stating it explicitly.
Proposition 2. Checking weak solvability of Ax < 0 is an NP-hard problem even with interval entries in one row
of A only.
Proof. By [3], checking solvability of
|Ax| <e, e|x|>1 2

is NP-hard. We claim that it is equivalent to checking solvability of the system

|Ax] < ey, y>0, l|x| >y 3)

with at least one inequality satisfied strictly. Obviously, if (2) has solution x*, then x* and y* := 1 solve (3) as
required. Conversely, let x*, y* be a solution to (3). If y* > 0, then #x* solves (2). If y* = 0, then e’ |x*| > y* = 0,

and so we can put y* := e |x*| and reduce this case to the previous one.

Now, by the Gerlach characterization of interval inequalities [3, 6], system (3) describes the solution set of the
interval system

Ax—ey <0, —Ax—ey <0, —y<0, [-e,e]’x+y <0,

which has the desired form. m]
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Now, we show that it is intractable to check if there is a Slater point in each realization of an interval system in the
form Ax = b, x > 0. That is, even when the intervals are situated in the right-hand side only, the problem is hard.

Theorem 3. Checking strong solvability of an interval system Ax = b, x > 0 is co-NP-hard.

Proof. Similarly as in the proof of Theorem 1, interval system Ax = b, x > 0 is strongly solvable if and only if
the system (A | —b)"u > 0 is not weakly solvable. However, checking weak solvability of this interval system is
NP-hard by Proposition 2. O

In contrast to strong solvability, deciding on existence of a strong solution is a simple problem. The fundamental
drawback is that a strong solution for interval equations exists in rare situations. Indeed, as the following observation
shows, it exists only if there are no interval coefficients, just real values!

Corollary 1. A vector x is a strong solution to an interval system Ax = b, x > 0, if and only if

Acx =be, x >0, Ap=0, bp =0.

Proof. By [3, Thm. 2.16], a vector x is a strong solution to an interval system Ax = b, x > 0, if and only if it
satisfies
Acx = be, Aalx| =bp=0.

Since x > 0, the condition Ap|x| = 0 reads Apxx = 0, which holds if and only if Ay = 0. a

For an interval system of linear inequalities, Slater’s condition is characterized by an adaptation of the results of
Rohn and Kreslova [15].

Theorem 4. The interval system Ax < b is strongly solvable if and only if the system
Ax' —Ax2 < b, x'>0, x> >0 4)

is solvable in variables x', x*.

Proof. The interval system Ax < b is not strongly solvable if and only if there are A € A and b € b such that
Ax < bis unsolvable. By Farkas’ lemma, equivalently, the system

ATu=0, P'u<0, uz0
is solvable. Thus we have that the interval system
ATu=0, b"u<0, uz0
is weakly solvable. By the generalization of the Oettli-Prager and Gerlach theorems [9], the solution set is described
by
Auz0, -ATu>0, BTu<0, uzo0.
By Farkas’ lemma again, the system (4) is unsolvable. O

1 1,2

Theorem 5. Suppose that the interval system Ax < b is strongly solvable, and define x* = x' — x2, where x', x

solves (4). Then x* is a solution to Ax < b for every A € A and b € b.
Proof. Let A € A and b € b be arbitrary. Then
Ax*=A(x1—x2)=Axl—Ax2Sle—Ax2<l_7Sb. O

Corollary 2. An interval system Ax < b is strongly solvable if and only if it has a strong solution.

Adapting the results from [3]. we can also state several equivalent characterizations of robust Slater’s points.

Corollary 3. For a vector x € R", the following conditions are equivalent:
1. xis astrong solution to Ax < b,
2. Acx + Aplx| < b,
3. x=x!—x2 Ax! —sz < b, xLx2>0.

Proof. We already have the equivalence 1 < 3 by Theorems 4 and 5. Equivalence 1 < 2 follows from the fact
that x is a strong solution to Ax < b if and only if maxsaeqa Ax < b. Notice that the value A.x + Aa|x| is the
entrywise maximum of Ax subjectto A € A. O
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3 Consequences on boundedness of realizations of interval LP problems

Besides KKT optimality conditions, strict feasibility is important in many other issues as well. Herein, we show
some consequences in checking boundedness of optimal solution set of an interval linear programming (LP)
problem. By an interval LP problem we mean a family of LP problems

f(A, b,c) = min ¢’ x subjectto x € M(A, b), (5)

where M(A, b) is the feasible set, A € A, b € b, ¢ € ¢, and A, b, ¢ are given interval matrix and vectors. By
S(A, b, ¢) we denote the optimal solution set corresponding to the particular realization (A, b, c¢) € (A, b, ¢). The
set of all possible optimal solutions is then

s= |J sw@bpo.
(A,b,c)e(A,b,c)

We usually write (5) shortly as
min ¢’ x subjectto x € M(A, b),

and we distinguish three canonical forms

min ¢’ x subjectto Ax =b,x >0, (A)
min ¢’ x subjectto Ax < b, (B)
min ¢ x subjectto Ax < b,x > 0. ©)

In the real case, one can consider any canonical form with no harm on generality because they can be equivalently
transformed to each other. However, in the interval case, this is no more true [5]. That is why we have to consider
the forms separately. Indeed, we will see later on that the computational complexity differs.

Interval linear programming was surveyed in [3, 8]. The optimal solution set in particular was addressed in
[1, 4,10, 12].

We say that an interval LP problem is realization bounded if S(A, b, ¢) is bounded for every realization (A, b, ¢) €
(A, b, ¢). Notice that we consider an empty set as a bounded set. Obviously, if S is bounded, then S(A, b, ¢) is
bounded for every realization. The converse is not true in general, as the following example shows. It remains
an open question, however, whether the converse implication is valid provided both primal and dual problems are
strongly feasible.

Example 1. Consider the interval LP problem
min x subjectto [0,1]x =1, x > 0.

Each realization taking a positive value a € [0, 1] has a unique optimal solution x = 1/a. Taking the value
a = 0 € [0, 1] results in an infeasible LP problem. Thus in total we have S = [1, o), which is unbounded despite
the fact that the problem is realization bounded.

Recall the characterization of bounded optimal solution set of a real-valued LP problem from [16].

Theorem 6. Suppose that both primal and dual problems are feasible. The optimal solution set is bounded if and
only if the dual problem contains a feasible solution satisfying the inequalities strictly.

Infeasibility of the primal problem produces no optimal solution, so the boundedness is preserved. Hence we
obtain a sufficient condition for realization boundedness of interval LP problems.

Corollary 4. An interval LP problem is realization bounded if for every realization the dual problem contains a
feasible solution satisfying the inequalities strictly.

The assumption can be checked by the methods presented in Section 2, where strong feasibility of various interval
systems was discussed. In the following, we show consequences for the particular forms of an interval LP problem.
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Type (A). For this class of interval LP problems, the condition from Corollary 4 is easy to check.

Corollary 5. An interval LP problem of type (A) is realization bounded if the system

Ay —ATY <yl y2 >0 (6)

is feasible.

Example 2. Consider the interval LP problem from Example 1
min x subjectto [0,1]x =1, x > 0.

We already observed that it is realization bounded. Indeed Corollary 5 confirms this because system (6), which
reads

-0y’ <1, y,y?* >0,

is feasible.

On the other hand, consider a variation of the above problem (see [3])
min —x subjectto [0,1]x =1, x > 0;

This problem is also realization bounded. Nevertheless, we cannot verify it by Corollary 5 because system (6),
which reads

lyl —Oy2 < -1, y],y2 >0,

is infeasible.

Type (B). Herein, the condition from Corollary 4 can be hard to check since strong solvability of ATy = b,y < 0
is intractable; see Theorem 3.

Type (C). Similarly as for type (A), realization boundedness is polynomially decidable. The proof of the following
statement is a simple adaptation of that for Corollary 5.

Corollary 6. An interval LP problem of type (C) is realization bounded if the linear system ATy < ¢, y < 0 is
feasible.

4 Conclusion

Robust Slater’s condition in the context of interval linear systems basically means strict feasibility of every
realization of the interval system. For an interval system of linear inequalities, the robust Slater’s condition has a
favourable characterization by means of linear inequalities, which makes the condition easy to check. Moreover,
if the condition holds true, then there is a point which is the Slater’s point for each realization of interval data.

In contrast, for an interval system of equations with nonnegative variables, the problem of checking robust Slater’s
condition is intractable. We presented a finite characterization by a reduction to 2" linear systems, where m is the
number of equations. Here, one could be interested in a computationally cheap sufficient condition.

Another research direction can be an extension of the presented results to a general interval system of mixed
equations and inequalities. Let us also remind the open problem under which conditions the realization boundedness
implies boundedness of the optimal solution set S.
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Sensitivity of small-scale beef cattle farm’s profit under

conditions of natural turnover
Robert Hlavaty!, Igor Krejéi?

Abstract. We continue our long-term research focused on beef herd management op-
timization from the perspective of a small-scale farmer in the Czech Republic. We
have built a linear programming model of beef herd development spanning a ten-year
period under the constraints of limited farm capacity with the main variables being
the heifer acquisition and selection of heifers for either rearing or fattening process.
In this paper, we use the aforementioned approach to determine the sensitivity of
farmer’s profit to the subsidies, input costs and selling prices. This time, we specifi-
cally focus on the natural turnover of the herd, meaning that no acquisition of cattle is
possible. The sensitivity analysis shows that from the three factors influencing the
profit, it is the change in input costs that plays a crucial role in the farmer’s profit.

Keywords: beef cattle farm, linear programming, optimisation, sensitivity

JEL Classification: C61, Q12
AMS Classification: 90C05, 90C90

1 Introduction

Small farms, the focus of our research, represent the most common form of business in EU Agriculture [22]. The
small farms model is the oldest kind of agriculture business model that retains the key role in the Common Agri-
cultural Policy [14], [5]. The small size of the farms is the first aspect of our research. The second aspect shows
the crucial difficulties of agriculture in general — the dependency on biological processes, long delays between
action and reaction and seasonality [2]. From this perspective the cattle farming is considered one of the most
complex due to the natural delays embodied in the relevant biological processes, especially breeding and fattening
periods [20]. Moreover, the primary producers of meat commonly face the problems of low profitability and weak
market position [19], [18], [7] and the Czech Republic is not an exception [28].

Authors who deal with cattle modelling typically examine the feeding and insemination strategies [21], [17], [3].
Another trend is based on genomic selection strategies [25], [11]. These strategies clearly aim at strong leverage
points, however, these leverage points are commonly beyond the reach of the average farmer. Many of these pol-
itics are appropriate for the national level [1]. Other strategies for strengthening the position of the farmers and
lowering the risk focus on diversification (commonly agritourism) [26], [23] or some kind of direct distribution of
the products to final consumers [8], [15]. Despite the above-mentioned strategies prove to be efficient in many
cases, they also require new skills and a different mindset, which is not typical for common farming [30]. Conse-
quently, such requirement could result in need of changes in agricultural and rural education on individual and
community level [12], [29].

Our current research is focused on different aspects. The goal is to examine the common practice of the Czech
farmers, use the typical timing and common prices and identify the leverage points under conditions of the average
farmer. We are not showing the benefits of a specific action and rather focus on common decision-making of the
small-scale beef cattle farmers and show the benefits of optimal choices. The beginning of the whole research was
based on interviews with small farmers and focus groups [24], [16]. We stayed in contact with the farmers through
the whole modelling process and implemented their opinions and needs in the optimization model that describe
the development of the beef herd throughout ten years period. The model outlines and brief analysis of optimal
decision making were first presented by [9] and later fully described in extended form by [10]. One of the core
leverage points was the optimal acquisition of heifers. In this paper we focus on the natural turnover, i.e. the model
situation does not allow the purchasing of heifers and the growth of the herd is dependent only on the biological
processes. We test how the changes of prices and subsidies influence the optimal distribution (fattening vs rearing)
of the heifers in the growth phase of the business (where no limit of the herd size is considered).

' CZU Prague, Department of Systems Engineering, Kamyck4 129, 165 00 Prague, hlavaty @pef.czu.cz
2 CZU Prague, Department of Systems Engineering, Kamycké 129, 165 00 Prague, krejcii @pef.czu.cz
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2 Materials and methods

This section is divided into two chapters. The first describes the nature of the problem and introduces the individual
variables and the second presents the linear programming model.

2.1 Problem description and variables

The beef herd consists of different categories that must be taken into consideration. The categories are represented
by variables in Table 1.

Variable Description
C; Set of all calves in generation i of age € (0,7] months
cH Set of all heifer calves in generation i of age € (0,7] months
CE Set of all bull calves in generation i of age € (0,7] months
F_HEI; Set of all fattening heifers in generation i of age € (7,24] months
F_BUL; Set of all fattening bulls in generation i of age € (7,24] months
B_HEI; Set of all breeding heifers in generation i of age € (7,26] months
P_HEI_A;j Set of all pregnant heifers in generation i, j-th pregnancy < 5 months, j = 1
P_HEI_B;; Set of all pregnant heifers in generation i, j-th pregnancy > 5 months, j = 1
P_COW;; Set of all cows in generation i, j-th pregnancy
Citn)j Set of all calves born from generation i from j-th pregnancy

Table 1 Variables and beef herd categories

The generation is understood here as a set of all calvers born in the same month and all older stages of its lifespan.
The generations are indexed by i. The pregnancies of heifers (or cows, consequently) are indexed by j. The di-
mension of variable indices i and j is not specifically set as our modelling approach does not require enumerating
it explicitly. Each generation starts at the moment a calf C; is born (or set of calves in fact, however, for the sake
of simplicity, each category will be referred to as a single animal in the description hereby). The calf C; can be a
female C/' or male CP. The male calf Cf later grows into the mature fattening bull F_BUL; which is later sold
(slaughtered).

The female calf can either become a fattening heifer F_HEI; which is slaughtered at the age between 18-24 months
or it can become a breeding heifer B_HEI;. The breeding heifer becomes pregnant and turns into P_HEI_A;;,
which denotes the first stage of the pregnancy (< 5 months) and then it enters the second stage of the pregnancy
P_HEI_B;; (> 5 months) called a heavily pregnant heifer, resulting in calf C(;,q; birth. The two stages of preg-
nancy must be distinguished in the model due to the different costs involved. After the first birth, a new pregnancy
soon occurs after a service period and the heifer becomes a mature cow P_COW;(; 1) that is pregnant for (j + 1)th
time. The pregnancy results in another birth of the calf C(;41)¢j+1) and this process is repeated until n-th pregnancy.
When any calf C(;,4y;, Vi, j = 1,...,n is born, a new generation is started and the same cycle begins.

2.2 Linear optimization model

Concerning the variables and relationships between categories described in the previous subchapter, we construct
the linear optimization model. The problem is generally described with the following optimization model:

maximise P
st. Hy, € ®,Vk (D
H, c R*

The objective of the optimization problem is maximizing the profit P. H, denotes the set of all variables that occur
in month k and involves all variables described in Table 1. @ is the polyhedral set of all constraint imposed on the
problem. Note that all variables can attain real non-negative values and we do not assume integrality constraints
in our model. This is because our approach is rather average-based and works with the entire categories of cattle
instead of modelling single animals. This relaxation still allows observing the development of the beef herd without
making the problem hard in terms of computational complexity. Before the detailed linear optimization model is
described, it is necessary to introduce several parameters and cost coefficients that enter the model, as we describe
them in Table 2.
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Parameter Description Default?

W Calves’” mortality 5%

P Heifer and cow culling rate 15%
sFAT Monthly cost per cattle for fattening? 46 EUR
scow Monthly cost per suckler cow, including the calve® 70 EUR
SHELA Monthly cost per heifer up to 5 months of gestation® 39 EUR

sHELB Monthly cost per heavily pregnant heifer? 42 EUR
rSUB Subsidies on beef calves® 138 EUR/calf

rcow Yearly subsidies on beef cows” 7 EUR/Live unit

rLAND Yearly average land subsidies” 344 EUR/ha
pfaT Fattening bull unit sale price® 999 EUR

pow Fattening heifer/suckler cow unit sale price® 740 EUR
hsc Hectares per suckler cow ®° 1.5 ha

Table 2 Parameters of the beef herd (Sources: #[13], ° [4], [27], © [24] and ¢ [6])

All prices are based on the data from 2016. The costs are already cleared of the labour costs as the small-scale
farms depend mostly on their own family workforce. The objective function P maximises the profit over all beef
herd categories using the coefficients from Table 2.

n
pP= Z Z (rSUBCiH + (p°W — 14 « sFATYF_HE],
T =1
1
+ (19 * 15 hsc * rLAND _ 19 « sFAT> B_HEI,
1
+ (5 * — % hsc * rlAND _ 5 sHE’—A> P_HEI_A;
112 2)
+ (7 T hsc * rLAND — 7 « gHEIB 4 prOW) P_HEI_Bj

1
+ (12 * 15 hsc * (rkAND 4 yCOWY — 12 5 sCOW 4 t,prOW> P_COVI/}-H)

+ Z(rSUBCiB + (pfAT — 14 « sFATYF_BUL;)
i

The first double sum in the objective expresses the costs and subsidies for female calves, heifers and cows, the
second sum is related to male calves and bulls. The parameters in Table 2 are expressed as monthly/yearly ratings
and it is necessary to add various multipliers into the objective function to capture the real-time existence of each
category in the herd. A detailed explanation is provided by [10].

The objective is maximised with respect to constraint set ® which is formed of the following equations and ine-
qualities:

(1—w)C; = CH +CE,vi 3)
cH = cP vi &)

CH = F_HEI, + B_HEI,, Vi (5)
F_HEI, > 0.5 CH, vi (6)
B_HEI; < 0.5 CH,vi @)

B_HEI, = P_HEI_A;; = P_HEI By, Vi; j = 1 (8)
CP = F_BUL,, Vi (11)

Equations 3 and 4 express the even distribution of new-born calves to heifer calves C{’ and bull calves C? with
the given mortality rate . Each heifer calf C/ later becomes either fattening heifer F_HEI; or breeding heifer
B_HEI; as shown by Equation 5. Inequalities 6 and 7 show the distribution to fattening and breeding heifers which
may be different for each generation, depending on the current profitability of that decision. Equation 8 only shows
the progress in pregnancy of heifers. Equations 9 and 10 express the culling procedure which is done after a birth
occurs in the case of heifer or mature cow. Equation 11 merely shows the ageing process of young bulls C7, into
mature ones F_BUL;.
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3 Results and discussion

We run the optimisation model described in the previous chapter for different scenarios. We used the OpenSolver
extension for MS Excel in order to solve the problem and each run took approximately 120 seconds. The baseline
scenario under conditions specified in chapter 2 results in the 10-years profit equal to 123,681 EUR. The strict
constraint on the heifers’ acquisition does not leave the farmer with big decision space. The herd develops similarly
without the upward shifts typical for the situation when the farmer purchases heavily pregnant heifers. Despite the
model is linear, the change of the profit does not necessarily change in a proportional way to the parameter changes.
This happens when the change of the parameter results in the change of heifers’ distribution.

Scenario 10-year Profit Heifers for Heifers for Relative profit to
(EUR) fattening rearing baseline
Baseline 123 681 64.92% 35.08% X

Selling prices +5% 141 502 64.92% 35.08% 1.14
Selling prices +10% 159 323 64.92% 35.08% 1.29
Selling prices -5% 105 859 64.92% 35.08% 0.86
Selling prices -10% 88 038 64.92% 35.08% 0.71
Subsidies +5% 149 396 50.00% 50.00% 1.21
Subsidies +10% 170 441 50.00% 50.00% 1.38
Subsidies -5% 105 376 67.77% 32.23% 0.85
Subsidies -10% 90 118 72.33% 27.67% 0.73
Prices of inputs +5% 93 574 67.77% 32.23% 0.76
Prices of inputs +10% 66 098 72.33% 27.67% 0.53
Prices of inputs -5% 160 245 50.00% 50.00% 1.30
Prices of inputs -10% 192 139 50.00% 50.00% 1.55

Table 3 Scenarios comparison

The maximum share of the heifers for rearing is 50%. This distribution starts at the increase of the subsidies by
1.75% and decrease of the input prices by 1.9%. It is also worth mentioning that the change of the selling prices
isn’t necessary caused by the prices of the meat but it could be also caused by petter nutrition, i.e. heavier cattle
for slaughter. Table 3 compares the scenarios with the stress on a different distribution of heifers.

Figure 1 compares the influence of the changes on the profit. Because the growth and decrease of the selected
parameters have different interpretation (growth of subsidies and selling prices is good but the growth of inputs’
prices is undesirable from the producers’ point of view), the change is called better and worse showing whether
the change represents the improvement or deterioration of the farmers’ situation. It is clear from the
Figure 1 that the 10-years profit under conditions of the pure natural turnover sensitive on the prices of inputs at
most. The possibility of heifers’ acquisition allows the farmer to increase the size of the herd faster. Therefore, if
the purchase of the heifers is possible, the sensitivity on subsidies and selling prices grows especially for the
increase of the subsidies or prices of the sold product.

10% worse
200000 - e == gybsidies
150000 i ices
e— PUL prices
1% better 5% worse
o 100099‘\\ 0 e eeeee gelling prices

5% better 1% worse

10% better

Figure 1 Impact of changes on profit
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Two scenarios (subsidies -10% and input prices + 10%) show the behaviour that is typical for situations with low
sustainability. It is also the weakness of this modelling approach that must be clearly expressed. Because the model
has the 10-years perspective, the optimal distribution of heifers under conditions of such terminated process leads
to the preference of heifers for fattening for the last two years when the ratio of the input costs and output prices
is not favourable (this increased number of sold cattle and decrease the number of cattle, which are connected with
the costs). The real farmer that wants to stay on the market would achieve even lower profit because this strategy
isn’t possible in the real life. It is also important to stress that the definition of the maximal herd size has also a
significant impact on the optimal decisions.

The farm is the system, where everything is interconnected. In comparison when the farmer could purchase heavily
pregnant heifers [10], the dependence only on the natural turnover in the growth phase is extremely risky. One
must understand that such phase is typically connected with the investment into farms capacities (stables, storage,
land) commonly accompanied by the loan repay. Even the baseline scenario shows that the heifers' distribution
leads to slower capacity utilization, which in other words is postponing the maximal annual profit but the market
situation (parameter values) leads to a preference of fattening to maximize the 10-years profit.

4 Conclusion

We presented the modelling approach based on the monthly cuts, which was beneficial when we compared the
model behaviour with the real farms’ development. In this paper, we have focused on the sensitivity of decision
making regarding the heifers sorting. For this analysis we focused on three categories of parameters — subsidies,
selling prices and prices of inputs. All categories consist of more model parameters but for paper purposes, we
change all parameters from one category in a similar way. The modelling situation describes the farmer that does
not want or cannot purchase heifers during the growth phase of the business. Under these conditions, the most
crucial is the change of the input prices. The sensitivity testing showed that the subsidies and the prices of the
inputs are close to the situation when the farmer prefers the fastest possible growth of the herd.
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